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Summary

This research was a preliminary investigation of the applicability of coincident optical pulse techniques to
hybrid electronic-optical computing systems. The results of the investigation are focused in two areas.
First, is was determined that the technological constraints for pulse generation, detection, and synchroniza-
tion do not substantially restrict the applicability of the technique. This conclusion was based on the results
of pulse coincidence experiments. Second, the application of the technique is not restricted to memory
addressing structures as had been originally proposed. It was demonstrated that coincident pulse methods
can be applied to general multiprocessor interconnections. In this context they can be used to provide the
functionality and performance of fully interconnected systems while using low cost and low complexity
optical structures.



1. Objectives

The following objectives were met by this research:

1 Experiments were performed which demonstrate the feasibility of the technique of coincident pulse
addressing, current technology and "off the shelf" components.

2 Experimentally determined limits on pulse width, synchronization and detection were used to project
practical values for system parameters such as scalability, topology, and performance.

3 New structures were developed which extend the technique from the environment of memory
addressing to more general problems in multiprocessor interconnections.

4 An analysis was performed to evaluate the practicality of the technique when extended to two dimen-
sional structures.
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2. Significant Accomplishments

2.1. Coincident Pulse Experiments
The goal of these experiments was to test the basic concept of pulse coincidence using commercial com-
ponents and multi-mode glass fiber waveguides. To do this, several pulser and detector circuits were built.
Experiments were performed with varying techniques for generating and detecting optical signals.
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Figure 1: (a) Experimental Circuit

Figure 1: (b) Circuit Implementation
The experimental circuit shown in Figure I was used to generate coincident pulse streams, as shown in the
oscilloscope traces in Figure 2. The top trace in each of these two displays is a pulse edge from a Tektronix
model PG501 pulse generator used as a system trigger, and monitored at test point TI in the schematic.
The second and third traces are the electronic signals used to modulate, via G2 and (3, two laser diodes,
each biased near threshold by gates GI and G4. The traces are the outputs of these gates monitored at test
points T2 and T3 respectively. The bottom two traces are stored waveforms recoded at T4 from the results
of two separate experiments.
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--
Figure 2: Coincidence Traces (a) positive pulses (b) negative pulses

In the first experiment, the optical path length d. from laser diode, LI, to the detector is 3 meters, and the
path db from the second laser diode, L2, to the detector is 6 meters. The resulting trace clearly shows the
detector output with each pulse separated in time proportional to the difference in optical path length. In
the second experiment, the optical path length of d, and db are both 6 meters. Here the trace shows a single
coincident pulse of amplitude sufficient to be easily discriminated from the two separate pulses shown in
the previous experiment. This experiment was run for both positive optical pulses as shown in Figure 2a
and for and negative optical pulses as shown in Figure 2b and achieved comparable results, using pulse
widths as low as 3.9 nanoseconds.

2.2. Evaluation of Technology Based Constraints

A number of constraints imposed on coincident pulse structures by available technology have been
identified. These constraints can be categorized as follows:

1) The scale of any implementation is determined by the smallest pulse that can be generated and
detected using commercially available components and support circuitry appropriate for computing
applications. As shown above, pulsers and detector circuits which operate at 4 nsec. are feasible. In
the experiments the pulse was primarily limited by the 250mhz bandwidth available for the trigger
input to the pulser. However, the components from which the circuit was constructed, lOOK series
ECL, Sharp LT026 laser diodes, and NEC NDL2102 avalanche photodiodes, are specified to operate
in excess of I GHz.

2) The percentage of overlap for coincident pulses must be within tolerances determined by the detec-

tion bandwidth. The percentage of overlap is constrained by the synchronization limits on pulse gen-
eration and by variations in optical path length. Although synchronization of the pulse generators
appeared to be a significant problem, the results of the experiments have shown that the detection of

coincidence is more affected by the signal-to-noise ratio at the detector than by degree of overlap.
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Thus, provided that sufficient optical power can be delivered to the point of coincidence, overlapping
pulses can be easily discriminated above a threshold at which single pulses are eliminated. This
allows a relatively high tolerance for degree of pulse overlap.

3) The scale of coincident pulse structures is constrained by the optical power that can be delivered to
individual detectors sites. In [1] it has been shown that using non-reciprocal couplers, with coupling
ratios of up to 95/5, linear systems with up 64 taps are feasible. Two dimensional topologies can sup-
port up to 4096 taps, and higher dimensional topologies are also possible.

2.3. Extensions to General Multiprocessor Interconnections

As part of this research, several new optical switching structures which are appropriate for multiprocessor
interconnection applications have been studied. In general, multiprocessor interconnection structures can
be classified as either broadcast systems, which are typically used in shared memory implementations, or
point-to-point systems which support direct communication between processors or between processors and
memory. It has been suggested by Levitan[3] that from a computational complexity standpoint, it is desir-
able to additionally support multicasting and simulcasting modes of communication. These modes are not
widely implemented in electronics due to the complexity of their implementation. However, using optical

techniques such structures can be realized efficiently.

The implementation of these structures exploits two properties of optical signa!s: unidirectional propaga-
tion and predictable path delays. These properties have allowed the use of the relative path length between
two signals as a system timing mechanism. Further, the relation between time and space within a
waveguide allows the positionally encoding information which normally requires complex decoding struc-

tures.

Table 1 is a classification of communication structures based on varying levels of connectivity and capabil-
ities for a set of transmitting processors. A multicasting structure is one in which a transmitter sends a sin-
gle message to a specific subset of m receivers where m!<n, the number of processors in the system. Unlike

broadcasting where all receivers actively interpret every message, multicasting provides that only the
intended receivers interpret the message. This requires that some of the work in interpreting a message des-
tination is done by the communications subsystem rather than by using resources in unintended receivers.
Simulcasting, by our definition, is the concurrent transmission of n unique messages by a single transmitter
to each of the n receiving processors. Multicasting and simulcasting may be generalized to the case where
n transmitters are each multicasting (or simulcasting) concurrently. These cases are referred to as n-way

multicasting and n-way simulcasting, respectively.

Number of Number of Message Type Comments
Senders Receivers per Sender per Sender

1 1 point to point
I m same msg. multicast
I n same msg. broadcast

1 n different msgs. simulcast
n I permutation/complete
n m same msg. n-way multicast
n n same msg. n-way broadcast
n n different msgs. n-way simulcast

Table 1, Interconnection Structures for n Communicating Processors

(m less than n)
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The point to point, broadcast, and completely interconnected structures have been implemented with dif-
ferent degrees of success in multiprocessor systems. Multicasting, simulcasting, and the n -way structures,
have not been extensively examined because of the hardware complexity of their realization. In this
research, several specific applications of coincident pulse techniques which realize multicasting and simul-
casting have been developed [2.

Figure 3 - I1-dimensional Multicasting Interconnection

refence

Figure 4 - I1-dimensional Simulcasting Interconnection

W-

Figure 5 - 1-dimensional Array Simulcasting Interconnection

Figure 3 is an example of a 1 to m multicasting structure. This figure shows a bus interconnected multipro-

cessor with separate optical interconnections for address and data. The unique feature of this structure is
the use of coincident pulse techniques in the implementation of the address bus. In each cycle, one
transmitting processor places on the select waveguide a positionally encoded set of destination address bits
followed by an n -bit message on the message waveguide. Simultaneously, a reference pulse propagates in
the opposite direction in the select waveguide and coincides with the the destination address bits at each of
the destination processors. Thus as the data propagates through the message waveguide, it is read only by
those processors for which coincident pulse selections have been made.

A simple modification of the previous example results in the I to n simulcasting structure of Figure 4. In
this case, the message waveguidc has been removed and the interpretation of the address waveguide has
been changed. Specifically. the select pulses in the address waveguide are now considered one bit data
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messages. The destination address of each message is positionally encoded by the relative position of the
data bit in the select pulse train. Thus, a "one" is transmitted as a select pulse and a "zero" is the absence of
a select pulse in the position corresponding to that receiver. The entire array is globally clocked to provide
a strobe which moves the select information into a data latch at each receiver. This may be implemented
using a separate copy of the reference pulse as a clock input, tapped as shown in Figure 4, with a small
internal delay to allow for electronic propagation in the data latch. In both of these structures, A control
arbitration mechanism is assumed to exist [II such that only one processor is allowed to transmit in a given
cycle.

Both multicasting and simulcasting can be extended to n-way structures. One method, is to allow all
transmitters to transmit at the same time, and ensure that the optical path length between adjacent
transmitters is greater than the length of the select pulse train, D, where D >_2nd, and d is the optical path
length between any two adjacent receivers. For multicasting, this restricts the lengtl- of the message to be
less than D. A second method for extending multicasting removes this restriction at the expense of more
complex bus arbitration hardware. As discussed in [1] a control mechanism can be implemented such that
a group of messages from an arbitrary subset of transmitters can be pipelined onto the data bus in a single
cycle.

A second method to extend the I to n simulcasting structure of Figure 4 to an n-way simulcasting struc-
ture, is shown in Figure 5. In this example, an array of select waveguides connects individual busses
attached to each processor. The unique feature of this structure is that the coincidence points are no longer
detectors, but rather passive couplers which merge the coincident pulses into the receiving bus for each
respective processor. Selection within each row of the array operates as in the previous structure relative to
the transmitting processor attached to that row. The receiving busses are arranged in columns, perpendicu-
lar to the direction of propagation of the reference pulses in the transmitting busses. Therefore, the refer-
ence pulses arrive at all sites along a receiving bus simultaneously. The resulting data pulse train on the
receiving bus is thus formed by coupling-in the message bits at specific optical path distances correspond-
ing to the vertical separation of selection points. Each receiving bus thus contains an n -bit pulse train con-
sisting of one bit from each of the transmitting processors. An advantage of this structure is that there is no
need for any arbitration. Only a simple clocking mechanism is needed to delimit bus cycles.

2.4. Two Dimensional Arrays

By generalizing the propagation of pulses in one dimension to the propagation of linear wavefronts moving
through a series of parallel waveguides, we can construct two dimensional structures. Hence, the method
of addressing a location by programming the intersection of pulses may be generalized to addressing a
location in a two-dimensional array by programming the intersection of wavefronts.

Consider 2-dimensional arrays similar to the one shown in Figure 6. An array of size n is composed of
'nnx'4n cells separated by a distance d = "r c. in both the vertical and the horizontal directions. The coin-

cidence mechanism is the same as the linear example, except that the coincidence of three optical signals is
required. Specifically, a reference wavcfront generated by the reference diode Lrf, a select pulse train
Loot, each traveling horizontally and in opposite directions, and another select pulse train, L, traveling
vertically.

The optical signal generated by each source is decoupled from the source fiber by a star connection into nn
signals that travel through the array in parallel waveguides. Since the optical path length of all legs in the
star will be equal, the wavefront will arrive at all locations in a single row (or column) simultaneously. For
example, an optical pulse generated by L,,- and directed horizontally through the array will simultaneously
arrive at all locations in column j. Similarly, any pulse generated by L,,t, will also arrive, simultaneously,
at all the cells in column j, and any pulse generated by L,, will arrive, simultaneously, at all the cells in
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Figure 6: A Two Dimensional Structure
row i.

In order to derive the equations that govern the intersections of three wavefronts, assume, as in the case of
the linear array, that Lr,, generates a pulse of duration r at time 1,,f, and that Lo1 and L,. generate pulses
at times t,,t and t,,., respectively. If the timing of L, is such that

(ref - tcol = ,, - I - 2(j- 1)) ,

then, the two wavefronts generated by L,., and Loot will meet at column j of the array. In order to select a
particular cell i.j in that column, the third wavefront, namely the one generated by L,., should be cross-
ing row i when the other two wavefronts meet at column j. This may be accomplished by timing L,.,

such that

ref - tow = (j - i) 'r (2)

In other words, to address a certain location i ,j, the column number j is encoded as t,,f o and the differ-
ence, j-i, between the column number and the row number is encoded as t,,f-1,, From (1) and (2), it
may be shown that

T- ) < trf 5 (n -I)T

and

- 1):5 t,,f--1,,, _(Fn - 1) T

and hence, the latency time, a, is

o=2f T (3)

Using the above scheme, it is possible to encode the addresses of all of the n cells in the column and row
pulse trains during a single cycle. In the one-dimensional case, the cycle time was directly proportional to
the size of the array. This was because each cycle needed to provide an optical time-base slot for each loca-
tion. In the two-dimensional case, cycle time is proportional to the square root of the number of cells. The
price pa2 for this reduction in cycle time is the potential for overlap in parallel selection. This results from
a requirement that corresponding select bits in each of the select waveguides be uniquely paired such that
only the coincidence of paired bits are considered to be appropriate selections. Coincidences occurring
from the intersections of non-paired bits will be referred to as shadows.

For example, if the two cells (ij) and (1,k) are selected during the same bus cycle, then a shadow will
appear at cell (I+j-kj) as shown in Figure 7a. This is because the selection of position j in the column
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Figure 7: Wavefront Intersections to Cause Shadow Selections

select train causes a coincidence with the reference wavefront at every cell along that column. This partial
coincidence pattern is referred to as a trace. Similarly, the selection of bit k-I in the row select pulse train
will cause a partial coincidence trace with the reference wavefront along the diagonal passing through cell
(1 ,k) as shown in Figure 7a. Therefore, cell (l+j-k j) which resides at the intersection of these two traces
will see a coincidence of the reference wavefront with each of the select wavefronts, and hence, will be

falsely selected.

Since shadows occur at the intersections of two traces corresponding to the vertical and horizontal select
wavefronts, the number of such intersections can be reduced by the addition of a third select wavefront,
referred to as the check wavefront. With this, a valid selection occurs on the coincidence of the reference
wavefront with select bits in each of the three wavefronts. In this case, shadows are generated at the inter-
section of the two traces mentioned and the additional trace corresponding to the check wavefront in Figure
7b. As shown by the simulation results in Figure 8a, this greatly reduces the number of shadows generated
in the array. Using the same argument, by the addition of a fourth wavefront, a second check wavefront, it
is possible to reduce even further the occurrence of shadows.

In the above scheme the select and check pulse trains are each of length 2\-. Thus, the total number of

bits transmitted to the array in a single cycle is of order 0 (In). However, the following proposition shows
that the number of bits required to distinguish a unique set of parallel selections is n.

Proposition: The minimum number of bits required to uniquely select an arbitrary set of cells from a

collection of size n is n.

Proof: For a set of cells S of size n, the size of the power set P (S) is 2n. Using a binary encoding,
the enumeration of P(S) requires Iog22R=n bits per code word. Assume that a binary encoding
scheme exists which can address all possible subsets of S using a code of length less than n-bits.
Such a scheme would result in an enumeration of less than 21 subsets. Therefore there must exist in
that encoding at least one code which corresponds to more than one element in P (S). Hence, such a
system does not uniquely address all subsets. []

This result introduces a restriction on the application of 2-dimensional structures. If n bits are to be used
as the proposition implies, n bits must either transmitted to the array serially, in which case latency is com-
parable to the 1-dimensional case, or additional waveguides must be added, thus increasing the hardware

complexity.
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Figure 8: Simulation Results for the Incidence of Shadows

Alternatively, the number of concurrent accesses may be restricted to some number m such that m <<n
As shown in Figure 8 the incidence of shadow selections is dependent on the size of the array relative to
the number of requests and the number of wavefronts in the selection structure. Therefore, 2-dimensional
arrays are most appropriate in computational structures where the number of potential receiving sites is
much greater than the number of transmitting sites. This would be the case in the design of an m-ported

memory of size n. For example, simulation results show that a 256k memory implemented in a 512x 512
square array with two select and two check wavefronts can be operated as a 50 ported memory with an
average of 4.6 shadow locations for 50 simultaneous requests. In a memory application these few shadows

would appear as extra read requests which should be discarded. The problem of shadows for write requests
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does not exist when writes are restricted to a single request per cycle. This results in a concurrent-read-
exclusive-write model for shared memory multiprocessors. I

In applications where the restriction m <<n cannot be met, a structure can be provided which eliminates
shadows by the transmission of 0 (n) bits of selection information into the array. In this structure, shown in
Figure 9, the '1n row select waveguides are kept distinct. On each waveguide a unique pulse train of 24n
bits is transmitted. Each train contains only the select information for access on that row. There is no
longer a need for the vertical waveguides. The row waveguides share a common set of reference pulses
generated as in the previous 2-dimensional example. Thus, each row pulse train will have all the informa-
tion (and only the information) for selections on that row. In effect each row is an independent linear struc-
ture of size "n.

One structure for the generation of the row pulse trains is shown in Figure 10. In this figure a set of m
transmitters are each connected to a linear structure where the coincident points on those structures are opt-
ical repeaters, which detect pulse coincidence and re-transmit into the row select pulse trains. Unlike the
linear structures, only a single pulse is allowed to travel in each direction through the structure. In addition,
the timing of both pulses is varied in order to achieve both the appropriate row location and relative timing
of the pulse coincidence.

Figure 9: Parallel Access 2-dimensional Selection Structure

TThT

Figure 10: Parallel Address Encoder

In order to derive the equations governir,.7 the relative timing of the pulses generated at a transmitter k,
1.Jc m, for the selection of location i j (see Figure 11), assume that the reference pulse is fired at time t,,
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Figure 11: Pulse Path Lengths for the Memory Structure of Figures 9 and 10
and the two select pulses are fired at time t, and s2. Given that the reference pulse will be at location i,j
at time tf +(l'-n-j+l), the two select pulses should be at that location at the same time. That is:

ts + (i+k+j-1) 'r + ".p = t,.f + (Vn -j+l)T

G 2 + (--i +k +j) T + "rep = tf + (,rn -j+l)ft

Where, r,,p is the delay introduced by the optical repeater circuit shown in Figure 10. Therefore, relative
to the reference pulse, for selecting an address i j, the select pulses must be fired at times:

tel = t.rf + (,rn -2j+2-i-k) - 'rp

12 = trf + (i-k-2j+1) T-

In this manner up to m selections, one per processor, can be made simultaneously to a memory of n cells.
The worst case latency is (3;'n+m)+x,,p, which is the time for a pulse to travel from a transmitter to a
selected cell. However, using pipelining, new selections can be generated with a cycle time of 2n'n T.

All the structures presented in this report are based on two simple components, the ID and the 2D selection
arrays. Current research supported by AFOSR * is to determine whether structures built from these com-
ponents will substantially outperform their electronic counterparts. To this end, prototypes of the two com-
ponent structures are being constructed and will be configured as described above.
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5. Other supporting Material

A DARPA sponsored GaAs IC design course was held at University of California, Santa Barbara during
July and August 1989. The purpose of the course was to provide an intensive introduction to the design of
GaAs digital ICs using the foundry services which will be made available through MOSIS/ISI. Levitan
(one of the PI's of the grant) participated in the design course. The course emphasized full custom design
of GaAs digital ICs. The MAGIC layout editor, SPICE, and associated verification tools were utilized for
the design projects.

The course covered the following topics:

1. Introduction to GaAs devices and models

2. Logic design principles and examples
3. Interconnection design rules
4. Test procedures for GaAs digital ICs
5. Layout and simulation tools
6. Layout design rules and the MOSIS interface
7. A design project

Projects from the course were submitted for fabrication to MOSIS and will be made available for testing in
packaged form in the fall of 1988. The project chosen for Levitan's group was a simple digital function
generator. The current version of this design is shown in figures 12 and 13. This circuit is designed to pro-
vide high speed electronic pulses, in the .8ns to 4ns range, driven from a high speed counter. This circuit
will provide a cheap method of providing pulses into the optical system.

The significance of this relative to the sponsored research is that GaAs technology is the natural medium
through which coincident pulse systems would be implemented. The high speed, low power, and electro-
optic characteristics of GaAs will in the near term provide a mechanism for high speed electronic modula-
tion using pulsers such as the one shown. In the longer term is will be the basis for an integrated
electronic/optical solution which will provide for high speed electronic computation and high bandwidth
optical communications on the same device.
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Appendix: Reprints and Preprints of Related Publications

1) Using Coincident Optical Pulses for Parralel Memory Addressing.

2) Optical bus control for distributed multiprocessors.

3) Space multiplexing of optical waveguides in a distributed multiprocessor.

4) Coincident Pulse Techniques for Multiprocessor Interconnection Structures.



Using Coincident Optical
Pulses for Parallel Memory

Addressing
Donald M. Chiarulli, Rami G. Melhem, and Steven P. Levitan

University of Pittsburgh

omm on-bus, shared-memory .dcoder can process only a single encoded

multiprocessors are the most k address,thuslimitingmemoryaccess to
widely used parallel processing single location. Memory interleaving tech-

architectures. Unfortunately, these sys- By distributing the niques,' which subdivide the memory
tems suffer from a memory/bus band- ,d,.e _,- ,.co ,n space into regions, each in a separate mem-
width limitation problem. For the designer auoress-"ecou'ng ory unit, are commonly applied in an
of a hybrid optical/electronic supercom- function to the attempt to make parallel some subset of
puter, an immediate temptation is to memory accesses. More recently, sophisti-
replace the shared electronic bus with an requesting units on an cated cache memory systems,2 which
optical analog of higher bandwidth. To opical, bus, this new physically reproduce portions of shared
make that replacement is only a partial memories in a local store, have been devel-
solution. The true bottleneck in such sys- memory structure oped. Both systems have obvious limita-
tems is in the address-decoding circuits of tions. Interleaved systems impose an
shared memory units. eliminates the ordering in which parallel accesses to a

In this article we propose a new memory bottleneck of shared memory can be made, and cache
structure that provides for parallel access memories rely on the locality of memory
in a multiprocessor environment. The pro- centralized decoding references for each processor and require
posed system has twoadvantages. First, it *_a large overhead to support cache
distributes the address-decoding circuitry in multiprocessor coherence.
to each of the requesting units on a com- environments. Our solution is to distribute the address-
mon bus, thus eliminating the bottleneck decoding function to the requesting
of centralized decoding of encoded mem- devices, thereby breaking contention for
ory addresses. Second, it allows for paral- monolithic address decoders. This solu-
lel fetches of memory data with a level of tion requires the abandonment of conven-
parallelism limited only by the ratios of tional encoded addresses as a mechanism
optical to electronic bus bandwidths and separately. The selected memory location for conserving bus bandwidth. Rather, we
the dimensionality of the memory array. is the intersection of the select lines gener- use the high bandwidth of optics to time-

In a conventional electronic memory ated by the row and column decoders. In multiplex fully decoded addresses into an
circuit, like the one shown in Figure 1, an common-bus multiprocessors these optical "select" pulse train. Using a tech-
incoming memory address is divided into decoders have traditionally been a nique based on the coincidence of optical
row and column addresses, each decoded performance-limiting bottleneck. Each pulses, we can directly apply the optical
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select pulse train to a memory array to ___

address one or more cells. Effective par-
allelism is possible in this system because
of the differential between optical and
electronic bandwidths. Within a single 1"
electronic memory access cycle, N paral- -_.- - -
lel memory references are possible, where .
Nis limited only by the ratio of optical to .. .,-
electronic bandwidths. For a fixed band- ,
width ratio the size of memory that can be .....- --

constructed is further determined by the
dimensionality of the memory structure. ....... - I
The technique requires no active optical or A0 ....

electro-optical switching devices. It ises A,
only the mature technologies of optical A, - --- ...... '
sources, waveguides, and photodetectors. Row

In the two-dimensional form, the system decoder ,. --- ----

is well adapted to an integrated optics
implementation.',4

The addressing mechanism, which we L - -_ J ------
call optical pulse delay modulation, is
based on the use of time delays between - ---- - -------- ,- ,
optical pulses. The optical pulses are .
propagated through waveguides in several
directions through the memory array. By I , , , ,
appropriately adjusting the delays, we can

make these pulses coincide at specific
memory cells. This coincidence is detected
by photodetectors at the addressed loca- Column decoder
tions, thereby selecting those locations for
memory access.

Our primary interest is in the application
of this addressing mechanism to two- A2 A3
dimensional, multiported memory mod-
ulcs. Such structures are composed of
horizontal and vertical waveguides with n
memory cells located at the intersecting
points. With proper cell layout we can Figure I. Conventional electronic memory structure.
access up to ,I memory cells concurrently
by sending a sequence of pulses in the
horizontal and vertical waveguides. In a
multiprocessor environment a sequence of
pulses, each corresponding to a distinct
memory reference, is generated by
independent address decoders located at
each of the processing units. Thus, the higher-dimensional structures presented in fixed distance intervals dalong the optical
address-decoding function is completely later sections. path, and two laser diodes, L1 and L,, are
distributed to the requesting processors, coupled to each end. Both laser diodes are
and there is no address-decoding circuitry Optical pulse delay addressing. As normally on and the circuits of all detec-
at the memory unit. shown in Figure 2, a memory module is tors normally generate a logic one.

composed of n cells C1 .... C,, each Assume that two dark pulses of dura-
storing one bit of information. The select tion T are transmitted, one from L, and

A one-dimensional signal for each cell Ck is an electronic the other from L2 at times t, and t2,
memory array pulse at the output of a photodetector D,. respectively. These pulses represent "dark

The photodetector generates the logical spots" propagating at speed c, (the speed
In this section we introduce the tech- OR of two incident optical signals, of light in the waveguide). By carefully

nique of pulse delay addressing, using a denoted in Figure 2 by s, and s2. selecting the delay between t1 and 12, we
one-dimensional memory array as an The signals s, and s2 travel in opposite can make the two dark spots meet at
example. This example is not ideal because directions along an optical path, which can exactly one detector. This detector will
both the hardware complexity and access be either an optical fiber or a planar then turn off, generating a logic zero of
time grow in proportion to the size of the waveguide in an integrated optical duration T. The distance d between any
memory. This is not the case for the device.5 Photodetectors are placed at two detectors is chosen to be equal to d =
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Tcg, the propagation distance correspond- generates its pulse 2r seconds after L, ti, LI, t2, and L 2, respectivel,
ing to the pulse duty cycle. The delay generates its pulse, then the two pulses The memory access time is determined
tj - 12 is also chosen such that it is an even meet at D4. Clearly, we choose the middle by the maximum delay needed to address
multiple of d.More specifically, if cell by generating the' two pulses any cell in the array. From Equation 1, it

tI- t2 = (n - I - 2(k - l))T (1) simultaneously-that is, by having (I = is clear that for k = 1 ... , n, we have
t2. Therefore, the address of the cell is -(n - l)r _< 1,ef-t,,, <- (n- 1)T (2a)

then the two dark spots will meet at detec- encoded by means of the delay t - t2. In
tor DA, thus addressing cell k. For exam- this view, the pulse generated by L, may from which we find that the memory
pIe, when n = 5, if L2 generates its dark be defined as a reference pulse, and the access time, a, is given by
pulse 2r seconds before L, generates its pulse generated by L, becomes a select
pulse, then Equation 1 gives k = 2; that is, pulse. In the remaining discussion the
the two pulses meet at D2. Similarly, if L 2  terms tref, Lf, tis, and La,, will refer to Note that Equation 2a indicates that the

select pulse occurs within nr before or after
the reference pulse.

The parallelism in this addressing
scheme comes from the fact that within
time o it is possible to address more than
one cell by sending a series of pulses from
L,, one for each memory reference. Each
of these pulses will intersect with the refer-

d d d d ence pulse at the desired detector. In other
words, parallel memory references are

S1  * S 2  positionally distinguishable in a pulse train
generated by a series of select pulses.

D, D, D, D_2 D, D Before we describe how this memory
can be incorporated into a shared-memory

n 02 0C~ n multiprocessor, two design issues at the

interface between the electronic processing
units and the optical system must be
resolved. First, a system for generating a

Figure 2. Linear memory structure. series of optical pulses corresponding to

Sync

d.

d

d

d

d -Tf/

P1 eed ecod eor P3 decoder P eoe

Fiber to I

RAM-select A, A2  A3  A4input

Encoded addresses

Figure 3. Distributed address generator.
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the select pulse train must be specified, the select pulse train, the optical path from lar to the one depicted in Figure 4. In this
Second, the memory must allow data the reference diode to the memory should structure, n laser diodes are placed on the
stored in the referenced locations to be equal the optical path from the diode optical data bus, separated by an optical
returned to the requesting processors generating the middle pulse in the select distance d. When a specific memory loca-
within a single processor memory cycle, train to the memory. tion k is addressed, an electronic signal is

The above address generation scheme is generated from the photodetector as
Address generation. One of the major crucially dependent on the simultaneous described earlier. The data at location k is

advantages of the proposed memory pulsing of several laser diodes. In an inte- assumed to be stored electronically and is
organization over conventional systems is grated optics environment, such synchro- used to modulate the kth laser diode only
the removal of the address-decoding func- nization problems can be avoided by the if location k is addressed. A synchroniza-
tion from the memory unit and the distri- use of a single optical pulse source of dura- tion signal, sync2, is used to synchronize
bution of this function to the requesting tionTandaseriesofelectro-opticswitches. the output of light (positive) pulses of
processors. More specifically, each of the In such an implementation each laser duration r from the selected memory loca-
processors is assumed to generate normal diode in Figure 3 is replaced by a direc- tions that store a one. The difference in the
encoded addresses when referencing the tional coupler, which "couples in" the optical path lengths between the laser
shared memory. These addresses are pulse at various optical path lengths. Syn- diodes ensures the correct generation of
decoded locally by an address decoder chronization problems are replaced in this the data pulse train. A similar technique,
attached to each processor. The decoded system by a new set of issues relating to using detectors at fixed distances d and
addresses are electronically ORed onto a optical power distribution. We will discuss latching the pulse train at each processor
select bus common to all the processors. In this and other issues relating to an inte- interface, is used to demultiplex the pulse
the one-dimensional case the select bus grated optics implementation in later trains.
consists of n lines, each controlling a laser sections.
diode pulser (see Figure 3). As will be
explained later, the size of the select bus in Parallel memory read. The other issue A two-dimensional
the two-dimensional case reduces to a at the interface between the electronic memory structure
more manageable 21n lines controlling processing units and the optical system is
2v'h laser diode pulsers. a mechanism for returning the electroni- With the above mechanism it is possible

Returning to the linear case, the optical cally stored data from the memory to the to address all the n memory locations in
pulse train containing the memory processors. The data is returned, on an one processor memory cycle. For the one-
requests is generated by 2n laser diode optical bus, in a pulse train that consists of dimensional case this represents a sequen-
pulsers spaced at incremental distances d n slots, one for each memory location. tial read of the entire store and requires a
in optical path length from the memory. Therefore, parallel accesses are position- ratio of electronic to optical time bases
To reconcile the difference between opti- ally distinguishable in the read pulse train, equal to the size of the memory. Even for
cal and electronic bandwidths, a single When this pulse train arrives at a proces- the most optimistic assumptions about
edge in the electronic time base (sync I in sor that has issued a read request for the achievable optical pulse widths, this struc-
Figure 3) controls the activation of all the ith position of the store, this processor will ture will be inadequate and wasteful.
pulsers such that all the optical pulses are find the requested data in the ith slot of the However, applying a similar addressing
generated simultaneously. If the duration data pulse train, mechanism to two-dimensional memory
of each optical pulse is equal to T, then the One method for generating the read arrays reduces the required ratio of elec-
select pulse train will be confined to 2n data pulse train is to use a structure simi- tronic to optical time bases to vIn, where at
time slots, each with duration r. Since
proper time multiplexing of select pulses
is not possible with the select pulsers con-
stantly on, the n select pulsers connected to
the electronic select bus are separated by
n pulsers modulated by a fixed one signal
(see Figure 3). Thus, all the slots will con-
tain an optical pulse except those slots cor-
responding to requested memory

addresses. More specifically, a dark spot
(no pulse) at slot 2i - I corresponds to a Sync2
request for memory location i.

In addition to the select pulse train, a
dark reference pulse must be generated.
Alternatively, the reference pulse is a series
of 2n light pulses, with a single dark pulse ......... ) ....... ....... ......... )
at position n. Such a pulse train can be Data out pulses
produced by a single laser diode that is nor-
mally on and is pulsed off for duration T d d I I d
upon the reception of the synchronization d d d d
pulse syncl. For the dark pulse in the refer-
ence train to coincide with pulse slot n in Figure 4. Generation of the data pulse train.
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Figure 5. Two-dimensional memory structure.

most \'hr memory locations can be Consider two-dimensional memory wavefront will arrive at all locations in a
addressed in one cycle. This allows for the arrays similar to the one shown in Figure single row (or column) simultaneously.
construction of reasonable-size shared 5. An array of size n is composed of For example, anopticalpulsegenerated by
memories. y/h x 'h photodetector/cell units DC,, L,er and directed horizontally through the

i~j = ! .. ... \I, separated by a distance array will be simultaneously incident at
Coincident wavefront addressing. In the d = TCg in both the vertical and the locations DC,.,, i = I ..., \/n, in

two-dimensional case we generalize the horizontal directions. The structure of a columnj. Similarly, any pulse generated
propagation of dark spots in one dimen- DCunit is identical to the linear example, by L, will arrive at all the cells in a spe-
sion to the propagation of linear dark except that the input to the photodetector cific column simultaneously, and any
wavefronts moving through a series of generates the logical OR of three optical pulse generated by L,, will arrive at all
parallel waveguides. Hence, the method of signals: specifically, a dark reference the cells in a specific row simultaneously.
addressing a location by programming the wavefront generated by the reference To derive the equations that govern the
intersection of two dark spots can be diode L,f, a select pulse train generated intersections of three wavefronts, assume,
generalized to addressing a location in a from a distributed set of column address as in the case of the linear array, that all
two-dimensional array by programming decoders, L,,,, both traveling horizontally three laser diodes are on and that L,,f
the intersection of three dark wavefronts. in opposite directions, and a select pulse generates a dark pulse of duration T at time
The literature on systolic and wavefront train generated by a distributed set of row 1,W. Also, L,., and L,, generate dark
arrays (for example, H.T. Kung6 and select decoders, Lo,, traveling vertically, pulses at times t,, and t,,_, respectively. If
S.Y. Kung et al. 7) suggests many possible The optical signal generated by each the timing of Lo( is such that
ways for propagating and programming source is decoupled from the source fiber
the intersection of wavefronts. Here we by a "squid" connection into v'in signals 1,-ol (Vrn - I - 2(- l))T (3)
present a simple propagation scheme that that travel through the array in parallel then the two dark wavefronts generated by
can be used in two-dimensional memory waveguides. Since the optical path length L,,, and L~ o will meet at column j of the
addressing. of all legs in the squid will be equal, the array. To select a particular cell DC,a in
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that column, the third dark wavefront, _-_

namely the one generated by Lro,, should
be crossing row i when the other two
wavefronts meet at columnj. This can be
accomplished by timing L,, such that Reference i I

t,f- t,.. = (j- i)T (4) pulse train

In other words, to address a certain mem-

ory location i,j, the column number j is Column-select
encoded as r f - 1,,/, and the difference, pulse train
j - i, between the column number and the
row number is encoded as tr o i,. From Row-select
Equations 3 and 4 it can be shown that pulse train

-(\Vn- l)t < tref-1ooI 5 (Vrn - l)T Time
S I I I I t I t I 1

and (a)
- (In - It _ 5 -1,f-1, --- (rn -l)r

and, hence, the memory access time, o, is

o = 2V'nT (5) Row-select

As in the linear case, parallel accesses wavefronts
are made possible by the generation of
multiple pulses in the row and column
select signals. For example, Figure 6a
shows the pulse trains for the selection of

memory locations (2,2), (1,4), and (4,4) in
the 16-location memory array of Figure wavefront wavefronts
6b. For these three locations, tref-tot ,
should equal - 1, 3, and 3, respectively,
and tre - GOt should equal 0, 3, and 0,
respectively. The locations of the
wavefront resulting from these trains at
times 0, 5T, and 7Tr are shown in Figures 6b,
6c, and 6d. It is clear from the intersection
of the dark fronts in these figures that loca-
tion (2,2) is selected at time 5T and loca- (b)
tions (1,4) and (4,4) are selected at time 7t.

With the above scheme it is possible to
encode the addresses of all the n memory Selected
cells in the column and row pulse trains cell
during a single memory access cycle. How-
ever, for a time-multiplexed memory read
such as the one proposed earlier, the length
of the return data pulse train, and hence
the total read time, would grow linearly
with memory size. To prevent this and to (€ (d)
facilitate a pipelined implementation, we *(c)
chose the maximum length of the read
pulse train to be 2V, the length of the
select pulse trains. This is actually an Figure 6. Programming the intersection of wavefronts, showing the select and
advantage of the two-dimensional struc- reference pulse trains (a), the wavefronts at time 0 (b), and the iwavefronts at times
ture. More specifically, in the one- 5T and T (c and d).
dimensional case, the memory cycle time
was directly proportional to the size of the
store. Each cycle needed to provide an
optical time base slot for each location. In
the two-dimensional case, access time and tem. The price paid for this reduction in the number of memory references during
the possible number of parallel accesses access time is the potential for conflicts in a given cycle to \Ih. The first policy is to
are proportional to the square root of the parallel memory accesses, allow only Vn addresses to reach the mem-
number of locations in the store. This is d ory module during the cycle, and the sec-
far more realistic scenario for construct- Resolution of conflicts in memory ond is to allow as many as n addresses to
ing a shared-memory multiprocessor sys- access. Two policies can be applied to limit reach the memory but return only the con-
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__ _........... ....... _ _ Ireissue the memory request. For a memory

of size n, log(xI) tag bits are needed, which
increases the number of bits stored in each
memory location from Wto W+ log(xIn).

Priority-chain waveguide The first of the conflict resolution issues
is the more difficult. To prevent bus con-

.- tention between conflicting requests, we
*, have chosen a priority system based on an

C,1: "C.C3 C "optical priority chain, like the one shown
.......... .... ..... in Figure 7. Figure 7a shows a single row

of a two-dimensional array. The optical
Data-output waveguides distance from each cell in this row to the

(a) data output waveguide is equal, hence any
parallel accesses within this row will con-
flict. To avoid this conflict, only one of the
optical sources along this row can be
allowed to generate data. The horizontal
waveguide connecting all cells in the row

tPriority- forms an optical priority chain to resolve
lh chain these conflicts.

Selct- waveguide Figure 7b shows a diagram of a typical
memory cell. The optical OR output from
the pulse-sensing photodetector sets the
select latch. This output gates the contents

Sync Mem output of the memory cell through the three-
(b) waveguide input, electronic output control NOR gate.

....................................... The third input to this NOR gate is the pri-
ority control. This signal is the output of

Figure 7. Conflict resolution strategy, with a prioritized memory row (a) and a typi. a photodetector, which senses select sig-

cal memory cell (b). nals for higher priority cells indicated opti-
cally on the priority chain waveguide. The
local select signal is also used to turn on a
laser diode, which injects light into the pri-
ority chain waveguide to indicate its selec-
tion to lower priority cells. Finally, the

tents of frh of these addresses. The first the vI columns are merged in the data out- synchronization signal, sync2, ensures that
policy requires active optical switching put waveguide, the data produced by any all data out pulsers are activated simul-
devices to resolve conflicts in the incom- two cells i,j and i,j' in the same row and taneously.
ing select pulse trains. To avoid the need different columns will collide. Since we From the above description, it is clear
for such devices, we choose to implement have elected not to provide a mechanism that every memory read cycle is divided
the second policy, which allows full for preventing conflicting addresses in the into three stages. In the first stage the select
addressing and prioritizes referenced loca- input pulse train, conflict resolution must pulse trains are generated and propagated
tions for conflict resolution, be built into the memory array. That is, through the memory array. The minimum

The same data collection circuitry used requests for memory references in the time required to complete this stage is
in the linear array is used to collect data for same row can be allowed, but only one equal to 2/hTr.
each column of the two-dimensional request should be satisfied. Two problems In the second stage the read operation
array. One waveguide is dedicated to the arise for such a system. First, a mechanism is propagated through the memory cell
collection of the contents of the addressed to allow only one cell per row to output its electronics. Note that in Figure 5 the pri-
cells in each column. The signals in the Vhi data must be devised. Second, a method is ority chain waveguides are parallel to the
waveguides are merged into a single needed for announcing which of the con- reference pulse waveguides. In this
waveguide (denoted "dataout pulses" in flicting requests has been satisfied, arrangement the wavefront that encodes
Figure 5), which returns the data to the We start by resolving the second issue. current priority propagates through the
processors. The lengths of the waveguides The discussion to this point has assumed priority chain waveguides during the first
are adjusted such that the optical paths a single-bit memory. In fact, memory loca- stage of the pipeline. The priority is
between any two cells i,j and i,j' in the tions will contain an entire word of Wbits, delayed relative to the reference pulse by
same row, i, and the merging point are stored electronically and returned in par- time
equal. allel on W optical data out lines. If each

With this collection mechanism, the memory location is tagged with its column tI' = ts + t,
content of any referenced cell ij in column number,then each processor can read the where t, is the switching delay of the
j will appear in the (n - i + I)th time slot column address along with the data and detector/latch circuit and 11 is the turn-on
on the waveguide of columnj. However, use the data only if the address coincides time for the priority-out laser diode. At
when the \fh pulse trains corresponding to with its request. If not, the processor must each cell in the rightmost column of Fig-
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ure 5, which consists of the last cells to see Memory write control (3) Bit-serial parallel write: At the cost
the reference pulse and thus the lowest in of lengthening the overall write time, we
the priority chain, the priority input signal can reduce the overhead for the full par-
arrives at the output control gate at time For a conventional memory, support allel read/write system to one additional
td+ td relative to the arrival of the refer- for write operations would require an optical selection plane by using a bit-serial
ence pulse (td is the response time of the additional control signal and a secondary approach. In this system a designated cycle
priority-in detector). Since the select sig- data path for incoming data. Merely initiates a W-bit serial write. The select sig-
nal arrives at the output control gate in providing these additional signals in a par- nals generated by the read selection circuit
time t,, the critical timing path for the sec- allel memory will not be adequate, since during this cycle are latched separately and
ond stage of the pipeline is the issue of resolving mixed parallel reads held for the duration of the serial write.

d+I +I 1, and writes must also be resolved. The three Each subsequent cycle uses the write selec-
possibilities for resolving this issue trade tion circuit to serially process each bit in

where t, is the output control gate switch- off write access time for optical circuit the word. Meanwhile, parallel reads are
ing time. By noting that t and td must be complexity: still possible, concurrent with the serial
less than or equal to the pulse width -r, we (1) Exclusive write: In this solution we write. A global counter/decoder circuit, to
can place the lower bound on second-stage eliminate the possibility of mixed define the "current bit" as one of the 14'

pipeline delay at read/write operations and conflicting data bit planes of the memory, is neces-
write operations. By implementing an sary. It is the only additional overhead for

tS + tL + " external arbitration mechanism, we allow this system.

Finally, in the third stage of the pipeline, only exclusive write access to the memory.

data is returned from the memory to the Once a single processor is selected, it can

requesting processors in a pulse train of 'hr perform writes to the memory using con- Extensions and future
bits. Thus, the minimum time required for ventional electronics. Although the system
btsh thirstage isminmAsuming thared f requires no additional optics, it results in researchthe hir stge i V5 T. ssumng hatthenonparallel writes. If the ratio of writes to
memory size and the ratio of electronic tonoprlewitsIfheaiofwieso
mmoysiz banddthe rio ouf ric to isf reads for the shared memory structure is We have concentrated in this presenta-

relatively low, then exclusive write access tion on the details of a two-dimensional

t, + t8 < (2V/h - I )r represents a viable low-complexity alter- memory array because of its suitability to
native, integrated optical implementations. Noth-

the longest of the stages is the first. With (2) Full parallel read/write: For full par- ing in the design prevents the linear
this three-stage pipeline the total memory allel optical writes it is not necessary to wavefronts in two-dimensional arrays
cycle length is 6hnT. Since we are access- provide a separate optical write data bus. from being generalized to planar waves in
ing the memory in a pipelined fashion, and By combining control and data informa- three-dimensional arrays. In general, for
each stage can process \I'n references, the tion in lieu of a data bus, we can provide m-dimensional memory arrays the access
effective memory bandwidth limit is l/2T) fully parallel nonconflicting writes to any time is reduced to the mth root of the mem-
words per second, of the n locations in the store. In this tech- ory size. Hence, for a fixed bandwidth in

Finally, we should mention that it is pos- nique each memory bit sees two bits of the electronic system, the bandwidth
sible to support 2\,n memory references select information in each cycle-one bit requirements for the optical system are
per cycle, rather than merely I, by rear- from the read select optical circuit already substantially reduced. This reductic,- is
ranging the data collection waveguides of described and a second from a per-bit local gained at the price of a corresponding
Figure 5. If the data collection waveguides copy of that selection circuit used for write reduction in the number of locations that
are run diagonally, 2/n waveguides can be control. These two bits encode four states: can be referenced in parallel during a sin-
accommodated at thepriceofamorecom- read, write a zero, write a one, and do gle electronic cycle. Like the access time,
plex and unevenly distributed conflict nothing (no select). Thus, by reproducing this number is also reduced to the mth root
resolution scheme, a second address selection structure at each of the memory size.

bit in the word and by judiciously select- Extensions of this technique can be
Organization of memory modules. In ing code assignments for the four states, applied to other two-dimensional switch-

the above discussion, we concentrated on we limit the cost of this system to the addi- ing structures. For example, the control
select and read mechanisms, assuming a tion of one optical selection plane for each information for a crossbar switch can be
one-bit memory. In an n x W-bit memory bit, encoded into pulse trains and used to
module we would reproduce W copies of This technique allows fully mixed reads address specific switches in the crossbar.
the memory cell, the output control NOR and parallel writes. Any processor can Pulse delay encoded control information
gate, and the data output pulser of Figure write to any word with no conflict restric- can be prepended onto incoming packets
7b. For reading, only one decoder-select tions on the rows or columns of write to combine routing information and data
plane and one priority chain waveguide are addresses. However, there is no conflict without the need for optical-to-optical
necessary for each of the 4'+ log(\/n)-bit resolution mechanism to prevent two switching devices.
words in an n-word array. The only opti- processors from writing to the same The question is: Can such a memory be
cal system that must be scaled with the address. As with a multiported electronic built, and will its size and performance
number of bits in the word is the read out- memory, such operations would generate make it suitable for integration in com-
put pulsers. Inthesamemannerasanelec- unpredictable results. We assume that puter systems of the next decade and
tronic memory, we must provide a these mutual exclusion issues would be beyond? The following issues must be
separate return path for each bit. addressed by appropriate software, examined:
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(1)Scalability:Thescaleofthephysical fan-in limitations ofthis type become even tors at each intersection must couple out
device is directly related to the optical pulse more critical, sufficient optical power for detection,
width. To minimize the physical spacing of (3) Fabrication versus physical limits: without significantly degrading the optical
detectors, very short pulses are required. As the system scales down in size and up signal. Such highly asymmetric, single-
For instance, reducing detector spacing to in speed, what limits will be reached mode directional couplers have been devel-
a scale that will allow monolithic integra- first-the fabrication limits of the technol- oped for optical fiber and are commer-
tion will require picosecond pulse widths. ogy or the physical limitations of the opti- cially available.'' Several other
Specifically, one-picosecond pulses will cal systems? techniques for low-power output coupling
allow a detector spacing of 200 to 300 (4) Clocking issues: While there is little have been examined by Jackson et al. 2
micrometers, depending on the refractive doubt that sufficiently narrow pulses can Further work is needed to apply these tech-
index of the optical medium. Current com- be generated by the electro-optics, the pre- niques in an integrated optic environment.
mercial technology for pulsing laser diodes cision to which multiple pulses can be syn-
in discrete devices provides for pulses on chronized is an important question. Two
the order of 100 picoseconds. Recent coincident pulses must be timed to arrive n summary, we have presented a sys-
r'esearch has produced optical pulses as with a precision of ±+10 percent of their tern that distributes the address-
short as eight femtoseconds. 8,' 9 In such pulse width to allow for at least 80 percent decoding function to the requesting
rescarch the common technique for pulse overlap. This means that the electronic units on an optical bus. In this system,
duration measurement is to split the pulse components must gate the optical signals addresses become optical pulse trains, and
into two optical paths and detect coinci- with a constant delay that is precise to the by arranging the optical paths, we provide
dence when the paths are recombined at optical time base. Clock distribution issues a selection mechanism based on the coin-
varying optical path lengths. On the basis have been studied extensively in both elec- cidence of these pulses. In the coming year
of this trend we expect that the necessary tronic and optical domains. We believe we plan to begin construction of a
pulse widths for an integrated optical that the required precision can be achieved 64 x 16-bit register file based on this
implementation will be available in the by electronic circuitry. As an alternative, research, using discrete optical devices and
near future. Meanwhile, we are currently optical clock distribution techniques such fiber waveguides. This register file will be
using commercial discrete devices and as those proposed by Clymer and used as shared memory in a prototype
optical fibers to examine scalability issues. Goodman 0 can be applied, eight-node multiprocessor. El

(2) Detection limits: A second limit on (5) Select latch response: The electronic
usable pulse duration is the detector tech- latches at the detector sites must respond
nology for coincident light pulses. A two- to the selection pulses from optical detec-
dimensional memory requires that as tors. These pulses will be no longer than
many as three dark pulses are to be the duration of the coincident pulses. This
detected as they overlap. Even assuming is a limitation on the speed of the optical
the existence of photodetectors of suffi- system. Acknowledgments
cient bandwidth for single pulse detection, (6) Waveguide decoupling technology:
what degree of overlap is required to In a two-dimensional design it is necessary This research has been supported, in part,
generate the optical OR of three pulses? to split incoming optical signals into par- under Office of Naval Research contract
Extended to multidimensional structures, allel row and column waveguides. Detec- N00014-85-K-0339.
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ABSTRACT

Optical interconnections offer a potential for gigahertz transfer rates

in an environment free from capacitive bus loading, crosstalk, and

electro-magnetic interference. Device technology in electro-optics has

matured to a point where small, low power, and low cost devices exist

which are suitable for use in bus level implementations. Therefore, the

realization of physically distributed, bus interconnected multiprocessors is

now possible.

In this paper we propose a bus arbitration mechanism suitable for a large

optical bus structure heavily populated with asynchronous bus masters. It

is a two level arbitration system with incoming requests batched on a

demand basis and serviced in a linear priority order within each batch.

Low priority requests cannot be starved in high contention environments.

For an optical bus of fixed length, propagation delay is bounded by the

end to end transit time and is independent of the number of devices

attached. In addition, as contention for the bus increases and batch sizes

become larger, the time overhead paid for bus control decreases. Thus, a

performance improvement is achieved dynamically under high contention

conditions.

'This esearch has been supported in part by a grant from the Air Force Office of Scientific Research under contract number
AFOSR 38-0198.
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1. Introduction

With the introduction of new materials, such as GaAs, the switching time of electronic

devices will soon outstrip the bandwidth of the electronic communications channels
which interconnect them. It is inevitable that optical communications will be adopted as

an alternative. We recognize three potential targets of the application of this technology:

first, computer to computer interconnects over optical local area networks (these systems

are already a commercial reality [10,23]); second, optical busses used to connect com-
ponents within a single system; third, inter-chip interconnections via optical channels.

We have chosen to examine the issues in the application of optical technology to the

second category, system bus interconnections. It is our belief that many of our results

will carry over to inter-chip interconnection technology as research in hybrid electro-

optical monolithic devices advances.

Our work builds on both traditional electronic bus design techniques and more recent

work on optical high speed local networks (HSLNs). However, we must distinguish

between the applications and requirements of HSLNs and those of system busses.
Busses, as opposed to networks, have a number of particular requirements beyond high

bandwidth: Bus level transactions occur with a volume of distinct messages per source

which is higher than is typically experienced in network environments. Moreover, mes-

sages are small (word size) in bus environments. In addition, the size, cost, and circuit

complexity of controllers at the bus level is more tightly constrained since these controll-

ers must be reproduced at the bus interface of each device. Latency, the actual time from

a transmission request to the arrival of data at a receiver, is critical at the bus level.

Specifically, the two components of latency, control overhead and transmission time,

represent areas of substantial differences between optical and electronic busses.

To date, optical networks have been proposed in a variety of configurations including

star, ring, and backbone systems. Control structures for these systems fall into three
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categories. Fibernet [15, 18], for example, is a centralized optical network based on a

passive "star" coupler. This system, and Fibernet II [21] are representative of the first
category which use a carrier sense multiple access (CSMA/C' control protocol [19].
Fibernet II was designed for more than 100 computers with a radius of greater than 2.5

kIn. However, since compatibility with electronic ethernet systems was a primary con-

cern, these systems resort to electronic collision detection and their performance is

bounded by the speed and complexity of centralized electronic control. Demand assign-
ment multiple access ,(DAMA) networks such as EXPRESSNET and FASTNET

[17,24,25] form the second category. Also known as access and defer systems, these net-
works have controllers which monitor their inputs and outputs on unidirectional fiber-

optic waveguides to simultaneously transmit and detect network activity. If, during a

transmission, activity is sensed from the upstream direction of the waveguide, the con-

troller aborts the transmitted message in deference to the upstream controller. More
recently, optical technology has been applied to the third category, token rings. The 80

Mbps fiber ring network from Proteon [3], the 100 Mbps Fiber Distributed Data Interface

(FDDI) ring [13,20], and the Lookahead Network [7] are examples of this control struc-

ture. All of these systems are designed for use in HSLN applications, where relatively
long packets of information are sent for each transaction. Message latency is amortized

over the length of the packets.

Rather than networks, we are interested in building closely coupled systems. By closely

coupled we mean that the resources of the system are available via a single bus level
operation without any 1/0 transfers, in a manner transparent to both systems and applica-

tion level software. Of the three categories of control structures listed above, each has a

disadvantage which makes it inappropriate for bus applications. Optimistic systems such
as the CSMA/CD systems and optical access and defer protocols perform well under low

request rates but degrade severely as contention increases. For CSMA/CD this results in

unacceptable overhead for collision detection and retransmission for the high message
volume environment of a system bus interconnection. Token passing schemes are better

suited to high volume environments. However, token based access always forms a logical
ring. Control must pass in a predetermined order to all controllers regardless of the actual

number of pending requests. Optical DAMA schemes have better overhead performance

than CSMA/CD but they require special characters to be transmitted for synchronization.

The recognition and handling of these control characters results in controller complexity
which is unsuitable for system bus level implementation. In addition to controller com-

plexity, subtle differences between controllers on the same bus must be supported in

order to designate which controller will generate the required synchronization characters.
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We introduce in this paper a new system designed specifically to meet the requirements

of system busses. We have chosen a topology similar to the DAMA schemes described

above. This allows us to retain the low overhead performance of these systems. However,

we have eliminated the need for synchronizing characters, have made all controllers

identical, and have reduced the complexity of the controllers to a few gates.

Our belief that such optical designs can be implemented comes from the current direction

of electro-optical device research. As these devices follow the path of electronics to

smaller, lower cost, and lower power requirements, they can be expected to migrate to

the internal circuitry of computer systems [5,6,8,9,11,12]. We therefore present an

electro-optical high speed distributed bus interconnection technique. Specifically, we will

present a control structure suitable for optical implementation which is asynchronous,

decentralized, and capable of supporting parallel bus transfers.

1.1. Unique Aspects of Optical Busses

The first temptation in the design of an optical bus is to simply make a technological sub-

stitution of optics for electronics. Such a solution makes little contribution beyond

increased bandwidth. In addition, the performance of such an implementation will inevit-

ably be bound by the speed of the electronic components attached to the bus. More

importantly, the use of optics enables the construction of the sarm, bus, physically distri-

buted at distances on the order of a kilometer. However, for any technology, optics or

electronics, the assumption of exclusive access to the bus resource limits throughput to a

function of the end-to-end transmission time for information on the bus. End-to-end

transmission times for optical signals are not inherently shorter than for electronic sig-

nals. Therefore, unless the additional bandwidth of optics can be used to support paral-

lelism in bus transfers, we cannot expect the throughput of such a distributed system to

be substantially higher than an electronic design. Thus it is imperative that new designs

be specified which address the issue of exclusive bus access.

A key characteristic of optical interconnections in the solution of this problem is the abil-

ity to pipeline the transmission of signals through a channel. Electronic busses are res-

tricted to a single transmission per unit time which propagates in both directions from the

source. This characteristic requires that electronic systems introduce directional

amplifiers between adjacent bus sources to achieve pipelining. These amplifiers produce

unpredictable delays which make any large scale distributed implementation impractical.

Optical channels are inherently directional and have predictable delay per unit length. A

pipeline of signals can therefore be created by the synchronized directional coupling of

each signal at specified optical path lengths along the channel. Thus, it is possible to
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support temporal parallelism in the form of multiple transactions on the bus simultane-
ously.

1.2. New constraints

Computer architectures based on temporal parallelism along the interconnection channels
will fundamentally change the design of multiprocessor systems. For example, by aban-
doning exclusive bus access, we must now base our bus arbitration mechanisms on the
allocation of temporal/spatial slots,rather than the entire bus. In addition, the freedom
from inductive-capacitive effects loosens the constraints on the total length of an optical
bus and thus gives us the ability to build distributed systems which are closely coupled.

The new constraints on the size and scale of these systems are latency and available opti-
cal power. Latency limits the total length of the bus while optical power distribution lim-
its the number of devices attached to the bus. Using temporal parallelism, latency can be

amortized over the number of parallel messages active on the bus. Optical power, on the
other hand, represents a more difficult problem. With current commercially available opt-
ical couplers, we see a practical limit of about 100 processors on a single bus. We expect
that the technology for low split ratio optical couplers will continue to evolve. However,
other solutions to this problem exist. These include the segmentation of the bus into
several local busses, the insertion of high speed repeaters, or the adaptation of special
fiber tapping configurations such as the stretched or bypass configurations proposed by
Nessehi, Tobagi, and Marhic[17] to limit the number of fiber taps

Finally, the effect of such distribution and scaling implies a non-centralized and asyn-
chronous control structure. This is because the physical distribution of system com-
ponents will result in clock skew, even for an optically transmitted clock. Thus asynchro-
nous control is mandatory. Moreover, latency arguments make the performance of any
centralized control system unacceptable.

In this paper we implicitly assume an optical-bus interconnected multiprocessor with opt-
ical data connections of sufficient bandwidth to justify closely coupled interactions. We
begin in Section 2 by presenting a simple priority chain control structure. This structure
is presented in both its electronic and optical versions to familiarize the reader with the
transition to optics. In Section 3, we present our new control structure. Also in Section 3,
we present an example controller implementation and a timing analysis for the design. In

Section 4, we present experimental data derived from a discrete event simulation of a 64
processor model. Through this model we demonstrate the performance of the control

mechanism relative to bus overhead.
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2. A Synchronous Bus Control Structure

Synchronous electronic control structures, such as the one shown in Figure la, are well

understood and commonly implemented. We present a discussion of synchronous struc-

tures in this section to provide a starting point at which a familiar electronic structure can

be compared with a functionally equivalent electro-optical implementation. One such

implementation is shown in Figure lb. With an assumption of synchronous operation we

require that any bus grant operations occur in concert with the designated edge of a glo-

bal clock signal. We further assume that bus request signals from each device are stable
and valid before this clock edge occurs. Once granted, a bus cycle proceeds for a fixed

interval, defined by the clock period, and cannot be preempted by an incoming request.

In both figures, bus requests, which are signaled electronically from each device to the

corresponding bus controller, are labeled reqi to reqi+,. This is defined to be ascending

priority order. In both the electronic and optical versions, the priority signal propagates

from left to right.

For the electro-optical system, the key component of the priority chain is a 2x2 non-

reciprocal (or asymmetric) optical coupler. In such a coupler, shown in Figure 2, an opti-

cal signal presented at either input port is reproduced at both output ports with the output

optical power divided between the outputs A' and B' such that PA'>>PB'. Such a

coupler is ,.aid to be non-reciprocal if the ratio of power coupled out on each output does
not depend on the ratio of power coupled in from either input. We can express the opti-

cal power at each output for a non-reciprocal coupler as

PA "_-(1-H ) (PA +PB -E)

PB '=H (PA +PB -'E)

where H is the coupling ratio and E is a combined coupler loss term including excess

loss, and directionality. Several techniques for fabricating both reciprocal[4, 14,22 and

non-reciprocal couplers[26], have been demonstrated experimentally and several com-

mercially available non-reciprocal couplers[l, 2] have been recently introduced.

These couplers are a critical technology for the construction of large scale optical bus

systems. The ability to distribute optical power to a large number of detector sites along

a bus will ultimately determine the scale to which such systems can be built. In Table 1

we have calculated the percentage of input optical power presented to a detector at the

64th, 128th and 256th tap on an optical bus ignoring excess loss and assuming a uniform
coupling ratio for all taps. For large scale implementations, the assumption of uniform

coupling ratio for all taps is unrealistic. Since optical busses are undirectional, it is likely

that downstream taps would have increasing coupling ratios thus allowing a larger
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Ratio tap power tap ,power tap power

1% 64 .525 128 .276 256 .0763

2% 64 .274 128 .075 256 .0058

5% 64 .037 128 .0014

10% 64 .0012

Table 1 - Percent of Input Power: Various Ratios and Taps

percentage of the optical power remaining in the fiber to reach the detector. All of this
does not preclude the use of other techniques to increase optical power distribution. Pro-

vided that timing relationships of signals will not be affected (i.e. all signals in a single

fiber), repeaters can be introduced. Further, stretched structures and bypass struc-

turesl 17] can be implemented to reduce the number of taps required.

Returning now to the example bus configuration of figure lb, couplers, of the type shown

in figure 2, between each controller function as an optical OR. Thus, at any coupler
between controller i and i+1 (ascending priority), the optically encoded priority bus sig-

nal enters on port A and is combined with the optical priority-output signal from stage

i+1 which is connected to port B. The combined signal at output A' continues on to the

priority input (port A) of the next stage coupler. Output B' is the priority-in signal for

controller i.

When an active reqi signal is asserted electronically by one or more devices to the

corresponding bus controllers, the priority-out laser diode at each controller is activated

to inject light into the priority waveguide. Simultaneously the active request is ANDed

with the inverse of the priority waveguide state, which is sensed (and electronically

inverted) by the priority-in photodetectr)r. This combination of a local request and no

active higher priority requests forms bus grant which is latched on the next clock edge.

Our assumption that all request signals are stable and valid before the clock transition

assures that only one such bus grant will be issued. This is true provided that sufficient

time is allowed in the clock cycle for propagation of the optical signals through the entire
length of the priority waveguide and for one optical to electronic conversion time.

An analysis of the hardware and time delay complexity of the optical structure and its

electronic equivalent yields the following. The hardware complexity of both grow

linearly with n, the number of bus devices. However, in the optical structure, a fixed

overhead is paid at each controller for conversion devices between the optical and elec-

tronic domains. This conversion buys a substantial improvement in the time delay
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complexity for the optical implementation. Specifically, the electronic structure pays a
time delay of one gate delay/controller attached to the bus. The propagation delay for

optical signals is proportional only to the end to end optical path length. Optically
encoded priority is broadcast by each controller to all other controllers of lower priority.
Thus the time delay for propagating priority between any two controllers is equal to the
transit time of light through the waveguide for a distance corresponding to the physical
separation of the devices plus one optical to electronic conversion. This physical separa-
tion will only be related to the number of intervening devices in the case of non-
distributed systems.

3. Distributed Asynchronous Control

We have already stated that the primary constraints on the construction of a large scale
optical bus are latency and power distribution. Turning now to the latency problem we
recognize two components of bus latency, control overhead and signal transmission time.
We will assume an environment in which the devices attached to the bus are heterogene-
ous. That is to say that the requirements for bus message length are non-uniform
throughout the requesting devices. Further the physical distribution of system devices
will introduce unacceptable clock skew. Based on these specifications it is obvious that
the synchronous structure of the previous section is inadequate. An alternative which
supports a decentrallized and asynchronous bus control mechanism is the only solution
which will provide adequate performance.

More formally, the requirements for this control structure are: 1) A mechanism must be
provided whereby an active controller may place a message on the bus, once granted,
without preemption by or contention with another bus message. 2) Multiple requests
held pending by any subset of the bus controllers be resolved appropriately without star-
vation of any controller. 3) Any pair of requests which arrive within the signal propaga-
tion. time between the two controllers at which the request are made must be considered
simultaneous. The resolution of this conflict must be free of any possible deadlock or
contention.

Our system model consists of a collection of devices each connected to a corresponding

bus controller. Communication between device and controller consists of two electronic
signals shown in figure 3. Busrequest is asserted by the device when a bus transfer is
required and busgrant is asserted by the controller when the bus is available. Both

busrequest and busgrant are held active for the duration of the bus transfer.
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In addition to the electronic busrequest and busgrant signals in figure 3, three optical
signals, one t)utput and two input, support an optical control bus. The output signal,
request, indicates a pending request at the corresponding controller. The priority input
signal reflects the state of the request outputs of all higher priority controllers. Request
and priority are coupled to a common waveguide which we will refer to as the priority
waveguide. This is identical to the structure used previously in the synchronous bus.
The difference in this new controller is in the interconnection of the third optical signal,
ack. All controllers tap the ack input signal from a common waveguide which we refer
to as the ack waveguide. The ack input eliminates the need for centralized clocking
which characterized the synchronous example. It does so by defining a time period dur-
ing which optical outputs can be generated by a controllr. Logically, a high level (ight)
on ack indicates that the bus is busy and that a set of one or more transfers are in pro-
gress. During this time no new request signals can be asserted by any controller regard-
less of the state of busrequest from the corresponding device. Conversely a low level
(no light) on ack indicates that the bus is either idle or that control arbitration is in pro-

gress. During this time, all controllers are free to assert request. However, no controller
may issue bus-grant to its device until ack is once again high and priority has been
resolved via the a low input on priority. Thus, the high-going transition of ack assures
the stability of the priority inputs by defining a time frame in which the request signals
of higher priority controllers can be asserted.

To support a distributed, self clocking system, we must configure ack as a feedback sig-
nal. The particular feedback mechanism depends upon the topology chosen. Several such
topologies are shown in Figure 4. To operate successfully the ack feedback mechanism
must insert an appropriate delay between the output of request by a controller and the
issuance of busgrant based on the state of the optical priority input. The direction in
which the ack signal propagates relative to priority in each of these feedback structures

classifies the structures as fixed delay timed, as is the case for structures 4(a) and 4(b), or
self timed, as is the case for structure 4(c) and 4(d). In the fixed delay timed structures, an
electronic delay element must be included in the controller between busrequest and
bus_grant with a delay greater than the worst case propagation delay in the system. This
delay corresponds to the time for request to propagate to the most distant controller via
the priority waveguide and for a potential ack from that controller to propagate back. If
we define the transit time for an optical signal to travel between the two most distant con-
trollers in the system as 'r, this represents a delay equal to 2,t for the optical control sys-

tem to generate a bus grant.
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For the remainder of this paper we will concentrate on self timed structures, specifically

the spiral interconnect structure shown in Figure 4(c) and the equivalent folded structure

of 4(d). The feedback signal ack is generated in the spiral by connecting the priority

waveguide at the lowest priority controller to the ack waveguide at the highest priority

controller. Self timing, which results from the propagation of ack in the same direction

as priority, eliminates the need for explicit delay elements in each controller.

Specifically, a single round trip propagation of a request signal is indicated at each con-

troller by a transition on the ack input This edge is a reference against which the validity

of priority can be guaranteed.

An additional advantage of the spiral arrangement is a reduction of the propagation delay

to a single end to end propagation delay r as compared to the 2T propagation delay which

characterized the delay timed structures. For large and distributed systems however, even

a single end to end transit time can greatly reduce effective bus bandwidth. Moreover, we
will show in the example below that the arbitration overhead for multipl" rLquests is

further reduced to the optical signal transit time between the two controllers, provided

that the two controllers assert request during the same interval of ack low.

Note that for the spiral structure (as well as the other delay timed structures) of figure

4(c), the physical separation of the devices attached to the bus need not be equal. Thus if
a spiral topology for the devices is not convenient, the more general folded waveguide

structure of figure 4(d) can be implemented at a cost of an additional round trip delay.

In the case of multiple requests, a low level on ack causes the optical assertion of

request into the priority waveguide by each controller which holds a pending

busrequest from its device. A transition on ack follows as the priority waveguide feeds

back into the ack waveguide from the highest to lowest priority controller. As this transi-

tion arrives at each of the active controllers, only the highest priority controller sees the

appropriate grant condition of priority low and ack high. All others see priority high and

hold their respective request outputs high. Only a single busgrant is issued by the

highest priority controller. At the end of the transfer at the highest priority controller, the

removal of request will lower the priority input of the next higher priority controller.

Priority at all lower priority controllers and ack at all controllers will remain high, held

by the request output of the controller succeeding in priority order to the previously

active controller.

Operating the controllers in this fashion has two very desirable side effects. First, the

control delay for arbitration of multiple requests is now proportional to the optical length

between the two highest priority asserting controllers. This delay approaches T only in
the worst case, that is for exactly two requests generated by the highest and lowest (most
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distant) controllers. For any other combination of requests, the delay requirement must
be less that 'c. In addition, for a high contention environment, where the number of pend-
ing requests is large, the control overhead will become less, as the requests are grouped
more closely on the bus. Secondly, since there is no transition on ack until all of the

currently pending requests have been satisfied, the control mechanism is no longer a
strict priority system. At each transition of ack, that is to say each time the bus goes from
idle to active, all pending requests at that time form a batch. No new requests arriving

after that transition can be asserted on request nor can they be granted until all requests
in the current batch are serviced. Priority based resolution of requests occurs only within

a batch and new requests are equally eligible for inclusion in the next batch.

While it is clear that the implementation of a batch service discipline is effective in
reducing control overhead, it is even more important in dealing with the other component

of bus latency, message transmission time. Consider an optical bus system consisting of
the control waveguides described here and a separate data waveguide on which bus mes-
sages are transmitted. In a conventional control mechanism, a controller which obtains a
bus grant assumes exclusive access to the entire data bus. Alternatively, an optically
transmitted message propagates unidirectionally with a predictable propagation rate in
the data waveguide. Therefore, within a batch the low going edge of request in the con-
trol waveguide corresponds to the last bit of the transmitted message in the data
waveguide. Assuming that the optical path lengths of the data and control waveguides are
equal, this edge will arrive at the next controller which holds a pending request just as the
last message bit propagates past that device in the data waveguide. Thus, the new mes-
sage can be inserted into the data waveguide immediately after the first. In practice this
would require adjusting the timing of the low going request signal forward relative to the
last message bit to account for the electronic delay in each controller. The limit on the

actual proximity of the message is therefore based on the tolerances for the timing

specifications and not on the actual delay itself. Relative to message transmission
latency, this means that while the end-to-end propagation delay of any single message is
still limited by the optical path length, the message throughput for the bus is increased by
a factor corresponding to the average size of a batch. As contention for the bus increases,
so does the average batch size. With increasing batch size, both components of bus
latency are effectively reduced; control overhead by the reduction in control signal pro-

pagation time, and message latency by multiplexing several messages into a single arbi-

tration cycle.
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4. Controller Design

The cdntroller circuit shown in Fig. 5 is a direct implementation of the control unit of
Fig. 3. In both figures, three optical signals form the control bus: request is an optical

output signal from diode LI which indicates that the device has a message for the current

batch, priority is an optical input signal at detector D2 which indicates that higher prior-

ity batch transmissions are in progress, and ack is an optical input signal at detector DI
which frames the batch formation cycles. Two electronic signals are also included to

forr the interface between the controller and the corresponding device: busrequest is

an electronic input signal used to initiate a bus transfer, and busgrant is an electronic

output signal used by the controller to signal the device to seize a bus slot. It is assumed
that the attached device will hold bus-request active for the duration of its bus activity

and will signal the end of the bus transfer by lowering the busrequest input.

To analyze this circuit we begin by examining the operation of the request output signal

at Li. This signal must be asserted on an active bus request input in conjunction with
ack low. Once asserted, request should remain active until a high-to-low transition of

bus_request. The former of these two conditions is satisfied by gate G1 whose output

controls the set input to the SR flip-flop which drives Li. Thus, with ack low, a low-to-
high transition on bus_request drives the (S) input low and the (R) input high, setting the

flip-flop. The latter condition of removing request at the end of the bus cycle is similarly

satisfied by the high-to-low transition of bus-request.

In order for busgrant to be asserted to the device, the following conditions must be met.

First, the corresponding bus-request must be latched by the mechanism above. This

indicates the placement of the request into the current batch. Second, there must be no

higher priority requests in service, indicated by priority low. Third, the ack input must
be high. All three of these conditions are satisfied by the inputs to G2 which drives the

busgrant output.

At the end of batch formation, indicated by the high-going transition of ack, it is
assumed that the priority input at each controller in the new batch is stable and valid at

the input of G2. However, special care must be taken to ensure that no signals are

currently in transit through the request waveguide from higher priority controllers in the

batch. This is possible if a transition on busrequest at a higher priority controller

arrived simultaneously with the batch termination transition of ack at that controller.

To be more specific, the latching of busrequest is under the control of ack at each of

the higher priority controllers. It can be assumed that, when an ack transition arrives at

the lower priority controller, the same transition has already been seen by all higher

priority controllers. Since the optical path length of the priority waveguide is assumed to
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be equal to the optical path length of the ack waveguide between any two controllers,
any differences in the timing path for these two signals must be due to differences

between the electronic timing paths. These paths are from ack to request, through G1,
the SR flip-flip and Li in the higher priority controller, and from ack to busgrant,

through D1 and G2 in the lower priority controller. Based on these paths, a new signal in
the priority waveguide could trail the corresponding transition in the ack waveguide by

a delay equal to no more than one gate delay (G1), one latch time, and one laser diode

turn-on time (LI). We refer to this delay as treq. To adjust for this delay and ensure that
priority is stable on the transition of ack, we add a delay element equal to treq on the

ack signal in the bus_grant timing path at the input to G2. However, it is important to
note that this delay is inserted to extend the delay between any pair of controllers. Since

the delay is not in the optical path for priority and ack, it does not extend the end-to-end
propagation delay of the bus. The timing analysis given below will further clarify the

need for this delay element.

Consider any pair of controllers A and B, such that controller A is the lower priority con-
troller and controller B is the higher priority controller. Figure 6 shows a timing

diagram for busrequest, request, priority, ack, and busgrant at each of the two con-
trollers. Assume that the bus is initially idle (ack low) with no requests pending, and that
the device attached to controller A raises the busrequest line at time to. With the bus

idle, the optical request signal enters the priority waveguide at time tO-Treq. After time

tack, corresponding to the round trip transit time through the priority and ack
waveguides and one photodetector turn on time, the ack input becomes active at con-

troller A. It is at this time tO+treq+tack that controller A is prepared to generate a

busgrant. However, if TB, is the transit time for an optical signal between controllers

B and A for both ack and request, it is possible for a bus-request at controller B issued

any time up to tO+treq+T-rack'--tBA to be in transit along the request waveguide, delayed

oy a maximum of treq relative to ack. For this reason, priority cannot be considered
valid for purposes of busgrant until tO+2 req+"tack and a delay element corresponding

to a treq delay must be added to ack at the input to G2, the busgrant AND.

Turning now to the control latency introduced by this circuit, note that the delay time
2 Trq +Tack is the timing delay from bus idle to the first bus grant of a batch. Within a
batch, arbitration between bus grants is considerably faster. Referring again to Fig. 6, if

the device attached to controller B lowers busrequest at time t 1, this signal will appear

optically at the priority input of controller A at t +req+BA. If time grS is the gate

delay for G2, the total time for arbitration of requests within a batch becomes
t req +tB A+tgra,?V. By definition tBA must be less than tack. Moreover, in large batches
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,rBA will be substantially less. Thus, the bus arbitration system will actually perform

better in situations of high contention where large batches can be expected.

S. Simulation Results

We have conducted a discrete event simulation study on an 64 processor model arranged

as in figure 4c. For simplicity of the model, the processors are arranged such that the opt-
ical path distance between each pair of adjacent processors is equal. While this topology

is more restrictive than can be supported in general, it provides a convenient model for
performance measurements which is independent of other parameters such as the number

of processors.

Two parameters in the model determine the level of bus contention: average next request

delay and average transfer length. Average next request delay, Tdd, is the period that any
processor will wait before issuing its next bus request after completion of a bus transfer

cycle. Average transfer length, t is the period a processor will hold the bus (slot

size) once a bus grant is issued. For this simulation we have chosen a fixed average

value for rlans and the actual length used for each simulated transfer was randomly gen-

erated within a small range bounded by l,,,/ 2. To simulate various levels of bus con-

tention, -wd was varied in each simulation. We began with a relatively low demand

environment and incrementally increased demand, by a proportional decrease in dt,c,

until bus saturation. In the final saturated test, new requests arrive at each processor more
often than the average transfer length.

Figure 7(a) and 7(b) show clearly the reduction in overhead with increased contention.

In figure 7(a) we recognize three possible bus states at any time instant: idle, busy, and

overhead. The bus is idle when no bus requests are pending and no transfers are in pro-
gress. The busy state is defined to be the period whe, , bus slot has been granted to a

processor and the requested bus transfer is in progress. Overhead occurs between the

termination of a busy state and the next grant, if a request is currently pending, or the

time from request to grant if the bus is currently idle. We have accounted for and plotted

in figure 7(a) the percentage of total time the bus spends in each of the three states vs.

increasing bus demand. The uppermost plot, busy, increases as expected as larger
numbers of bus requests are serviced. The lower-most plot, idle, shows the correspond-

ing decrease in bus idle time with increasing demand. The middle plot, overhead, ini-

tially increases with increasing bus traffic until all idle bus cycles have been exhausted.

At this level of demand, where tdln <'crr,,g (n is the number of processors), one or

more new requests will always arrive during each bus transfer. In a fixed overhead sys-

tem this would be defined as the point of bus saturation. The expected behavior of the
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busy and overhead plots would be as shown by the dotted lines of Fig. 7(a). In the proto-
col we have proposed, it is at this point that batching becomes a dominate effect and con-

trol overhead begins to decrease proportionally to further increases in the level of

demand. The decreasing overhead trace in this region corresponds to additional bus

capacity provided by overhead reduction. It continues to decrease until actual bus satura-

tion, where ,,d <ttr. At this point each new batch contains requests from all n pro-

cessors.

Figure 7(b) shows the same effect relative to individual request-grant transactions by the
controller. In this plot, the average overhead required to service a bus request is plotted
for the same incremental increases in bus demand. In the low contention region, this trace
remains close to the round trip delay time for the control signals. As batching becomes

dominant the average control overhead decreases dramatically until saturation where

average overhead reaches its minimum.

It is clear from this simulation that as contention for the bus is increased, a dynamic
reduction is achieved in control overhead.

6. Conclusions

In the future, the successful application of electro-optical technology to computing sys-
tems will not be limited to network interconnections. As technology produces smaller,
faster, and cheaper devices, the ability to produce integrated optical systems will allow
the design of hybrid systems using electronics for computations and optics for communi-

cations. It is important to isolate the time dependent bottlenecks that will occur at the
optical-electronic interfaces.

In this paper we have shown how to remove one of those bottlenecks, the arbitration and
control of an asynchronous, distributed bus. Our technique allows arbitration of bus

requests to be resolved in a time bounded linearly by the length of the bus and indepen-
dent of the number of devices on the bus. Using the structures described in this paper,
we have introduced a batched service policy which supports demand based bus access to

batches with linear priority resolution within each batch. The linear priority resolution
mechanism used within a batch results in a reduction of control overhead as batch size
increases. Thus, the average overhead time spent in control per bus transaction decreases
with increasing bus contention. In addition, this mechanism supports the multiplexing of

several messages spatially separated on the bus[ 16]. Therefore, message latency is amor-

t'zed over a large number of messages.
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We see the application of this research in designs for physically distributed multiproces-
sor systems, electro-optical crossbar interconnected systems, and fault tolerant "non-
stop" systems. The current trend is to implement distributed applications over LAN's.
As this trend continues, common bus systems connected via fiber optic buses will pro-
vide an environment for such distribution with minimal communications overhead and

with transparency in systems and applications software. In electro-optical crossbar inter-
connected systems, the resolution of contending requests is a critical design issue which
may be addressed by this research. Finally, the electrical isolation provided by optically

interconnected systems lrovides an ideal environment for fault tolerant systems where
any component may be independently brought up or down for service without effecting

overall system operation.
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1. INTRODUCTION pipeline the transmission of signals through a channel. In

There are three fundamental constraints which bound electronic buses, signals propagate in both directions
bus interconnections in electronic systems: limited band- fr.o the source. Thus, for directional propagation in
width, capacitive loading, and cross-talk caused by pipelines, electronic systems introduce directional ampli-

mutual inductance. Optical systems provide both an fiers between adjacent bus sources. These amplifiers

opportunity and a challenge to redesign our traditional cause unpredictable delays, which make any large-scale
multiprocessor solutions free of these limitations. Al- distributed implementation impractical. On the other

though direct technology substitution may alleviate,- to hand, optical channels are inherently directional and
some extent, the communications bottleneck in computer have predictable delay per unit length. This allows a

systems, there are obvious limitations to such sub- pipeline of signals to be created by the synchronised

stitution. For example, any interface between electronics directional coupling of each signal at specified locations
and optics lowers the speed at that interface to the speed along the channel. This property, which has been used to
of electronics. Even though optical pulses as short as a parallelise access to shared memory' and to minimise the
few femto-seconds may be generated and detected," '  control overhead in networking environments 6 issuch short pulses may not be used to transmit data on an applied in this paper to optimise the use of optical buses

optical bus, since no existing electronic circuit at the in multiprocessor systems.

transmitting or the receiving end of the bus can match We present a technique for space multiplexing of
that speed. In other words, the speed of electronics puts optical channels in distributed tightly coupled multi-bounds on the transmission speed of optical buses t processors. In the next section we introduce the concept

Another limitation concerns the end-to-end propa- of pipelined optical buses as applied to synchronous
gation time of long buses. Due to the absence of self- processor arrays. We show that by pipelining messages

inductance or -capacitance, long optical buses may be on a single bus we may realise arbitrary routeing

constructed without the need for signal repeaters. Several permutations. We provide a detailed example of em-
designs of optical communication networks have already bedding tree interconnections in linear arrays of pro-

been constructed taking advantage of this property 9  cessors. In Section 3 we continue in the more general
However, the control overhead associated with the framework of asynchronous multiprocessors. The pri-networking environment is relatively high and cannot mary concern in such an environment is the realisation ofnetworking ei en t dt isedlatipehig.The major a distributed arbitration mechanism for pipelined buses.support efficient distributed multiprocessing. TWe introduce such a mechanism in Section 3.2. andrequirement for multiprocessing is that many short study its performance in Section 3.3. In Section 3.4 we
messages are transmitted with low overhead. Specifically, further analyse the technique in the context of large
the assumption of exclusive access to the bus resource shared-memory multiprocessor systems.
limits throughput to a function of the end-to-end
transmission time for the signals on the bus, irrespective
of the length of the messages. End-to-end transmission 2. SPACE MULTIPLEXING OF
times for optical signals are not inherently shorter than WAVEGUIDES IN SYNCHRONOUS
for electronics. PROCESSOR ARRAYS

A unique property of optics provides an alternative to Multistage networks have been studied extensively ' as a
exclusive bus access. Namely, the ability in optics to means of making processor-processor and processor-

* This work is, in part, supported under the Air Force Office of memory interconnections. In the context of synchronous
Scientific Research contract AFOSR-88-0198. processor arrays, however, an n x n multistage network

t To whom correspondence should be addressed with logn stages may not realise arbitrary permutations in
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a single pass. For example, it has been shown in Ref. 17 following the start-of-message bit, and ignore any
that the Omega network" needs at least three passes in following signal up to the initiation of the next
order to realise arbitrary perrputations, and that, transmission. With this scheme every node may send a
alternatively, a network with three logn stages may be message to its right neighbour, simultaneously, on the
used. The hardware complexity of such multistage same waveguide. Note, however, that the initiation of
networks is clearly of the order of 0(nlogn). In this consecutive transmission should be separated by at least
section we shall demonstrate that a single optical bus, nd/Gc sec, where n is the number of nodes in the array.
which has 0(n) hardware complexity, may be used to Clearly, the size of the array should be such that the
realise arbitrary routeing permutations, as well as many- value of nd/cg is compatible with the computation speed
to-one and one-to-many routeings. in the nodes. For example. if d = 10 cm and n = 50

nodes, transmission may be initiated every 25 nsec.

2.1 Pipelining messages on optical buses

Consider a linear array of n nofles connected by a single 2.2 Realisation of arbitrary permutations

optical bus (waveguide) that is also connected to a host Nearest-neighbour connections are not the only point-
as shown in Fig. I. Each node may inject optical signals to-point communications that may be supported by the
into the waveguide through a directional coupler. The single waveguide of Fig. 1. In fact, using space
injected signals propagate from left to right and may be multiplexing, point-to-point messages between any pairs
read by any subsequent node on the waveguide. As of nodes may be transmitted simultaneously as long as
would be the case in electronics, the bus of Fig. I may be their paths do not intersect in space and time. To be more
used as a medium for broadcasting message: fror" the specific, let m,.,,,0 be a message that is sent from node
host to the nodes. However, because of the directionality i to node dest (i), and let M = {n,.dex,,,; I < i < n} be a
of signal propagation, the same bus may also be used set of such messages for some one-to-one function dest.
to transmit messages from node I to node 2, from node If conditions I and 2 above are satisfied and dest is a
2 to node 3 and, in general, from node i to node i+ I, strictly increasing function, that is dest (i) > i, then all the
i= ..., n-i, simultaneously. messages in M may be transmitted on the waveguide

simultaneously without causing any signal overlap.
Let S = {i:m,., ,(eM} and D = (j:m,.e M be thed d d S sets of source and destination nodes, respectively, for

messages in M. If all the nodes in S initiate transition
odeI N simultaneously, then a nodejin D, where j= dest 0) for

Lsome i in S,.may have to skip a few messages before

Figure 1. An optically interconnected linear array. reading the message m,, intended for it. Specificallyjhas
to skip a number of messages equal to the number of
nodes between i and j that are in S. That is:

Assuming that each message transmitted between any
two nodes consists of b bits, and that each bit is skip(j)= (I)
represented by a light pulse of duration w (sec), the ,.
concurrent transmission of the n- I messages described where
above may be accomplished if the following criteria are ,I if/ ES
met. 0(I) XO otherwise
(1) All transmissions are synchronised to start sim-

ultaneously. This may be enforced by the use of a Hence, by using a single waveguide, it is possible to
synchronisation signal that arrives at all the nodes at the send messages from an) node i to an) destination dest (i)
beginning of each transmission cycle. > i. In order to support communications from i to some

(2) The length of the optical path on the waveguide destination dest (i) < i a second waveguide may be used
between any two consecutive nodes (din Fig. I) is larger as shown in Fig. 2. Clearly, the two directional
than bwco, where c, is the velocity of light in the waveguides in Fig. 2 may support the simultaneous
waveguide. For example, if c,-= 2 x 10' m/sec, and transmission of any set of messages M for ao> per-
10-bit messages are transmitted at 10 GHz, d should be mutation function dest. Specifically, M can be parti-
larger than 20 cm. This minimal optical path length can tioned into two set Al and M, such that A4, contains the
be reduced by decreasing the message length via parallel messages with dest(i) > i, and A 2 contains the messages
transmission on multiple waveguides, by decreasing c. with dest(i) < i. Messages in Al1 are transmitted on the
via the use of waveguides with higher refractive indices, left-to-right waveguide and messages in M, are trans-
or by shortening the pulse width. Here we note that d is mitted on the right-to-left waveguide. The sets of
the optical path length between any two nodes, which is source nodes. S, S2, and destination nodes, D1, D2 ma,
not necessarily equal to their physical separation. Also, d be defined for Al and M, respectively, and at each
does not have to be the same for every pair of adjacent destination nodeje D, u D2, the number of messages that
nodes.

Conditions I and 2 guarantee that the signals --

corresponding to two different messages do not physically , 7.-
space multiplexing'). If the first of the b bits in each 7 V.

message is a start-of-message indicator that is always set
to one, a receiving node may pull-off the b- I bits Figure 2. A dual 'a~eguide system.
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have to be skipped on a particular waveguide before 2'- I processors logically connected in a complete binary
reading ",.d-, may be determined by an expression tree structure. If a breadth-first numbering is used to
similar to (I). identify the processors, the tree connection implies that a

The dual waveguide system of Fig. 2 may be viewed as processorj hould be connected to its parent, processor
a communication network that may realise any per- U/2], and to its children, processors 2j and 2j+ I (see Fig.
mutation. Given a specific permutation dest, a single 4 (a) and Fig. 5(a) for examples). If the n processors are
register, SKIP, may be used at each node j to store connected by a dual-waveguide system similar to the one
information about message reception; the sign of SKIP shown in Fig. 2, the left-to-right waveguide may support
may indicate whetherj is in D, or D2, and its magnitude messages from parent processors to children processors,
may indicate the number of messages to be skipped and the right-to-left waveguide may support messages
before reading the appropriate message. With this. setting from children processors to parent processors.
and changing of the interconnection patterns may be
accomplished at run-time by programming the values of skipl = 0 skip l = / 2t 2
the SKIP registers at the nodes. Compared to cross-bar ski- = / skip = 2 skipr = 3
switches or multistage interconnection networks, our 3 $' 3
system uses less hardware (linear with n), eliminates 2_,_ _ _
switch delays, and may be re-configured by programming
registers that are local to the processors.

The same communication capabilities of the dual (0) ()
waveguide system may be obtained in the folded Figure 4. Simultaneous transmission from children processors to
waveguide system of Fig. 3. In that system each node parent processors.
writes its message on track I of the waveguide and senses
any signal on the waveguide through a photo-detector First, we illustrate the many-to-one communication
coupled to track 2. At the reception of the synchron- capability by assuming that each processor is to send a
isation signal, each node puts its message (b bits) on message to its parent. Clearly, a processor.jj < 21'-', will
track I of the waveguide. The n messages form a train receive one message from each of its two children, and
which travels on track 2, thus allowing each node to read hence two skip registers are needed at each node. Let
the message that is destined to it. As in the single- skipl(j) and skipr(j) be the number of messages that a
waveguide system, a register SKIP may be used at each nodej has to skip before reading the messages addressed
node to indicate the number of messages to be skipped to it by its left child (processor 2i) and right child
before reading the appropriate message. In this case, (processor 2j+ I), respectively. Each of the 2j-j- I

processors between processor 2j and processor j sends a
skip (j) = 0 (l), message to its parent, and hence processor 2i will have to

11-"1 skipj- I messages before reading the message of its left
where 4 (l) is as defined in (I). Note that the folded child. That is
waveguide system uses less couplers and photodetectors
than the dual-waveguide system at the expense of skipl() = j-I j . 2 -- I
doubling the optical length of the bus. A new round of Similarly, w" find that
communication may be initiated on the folded waveguide
every 2nd/%c secs. skipr () = j j = I .... 2'  1

The values of skipl and skipr are shown in Fig. 4(b) for
Tracki d2 e --- d... d------. d dc. the case L = 3.

Track 2 ' __[. In order to illustrate the one-to-many communication
Scapability, we assume that each processor (except the leaf

2 . [_ L processors) is to send out two messages, the first to its left
Figure 3. A folded waveguide system. child and the second to its right child. If each processorwrites its two messages consecutively on the right-to-left

waveguide, and the length of the optical path between
In addition to allowing arbitrary permutations, a any two processors is larger than 2hwc,. where b is the

pipelined optical bus may allow many-to-one communi- number of bits per message, the messages will not
cations if the appropriate number of SKIP registers are overlap on the waveguide. Let skip(j) be the number of
provided. For example, if two registers are provided in messages that a processorj has to skip before reading the
each node, each node may receive up to two messages in message sent to it by its parent, namely processor U/21,
each bus cycle. Moreover, if the length of :he optical path where [//21 is the largest integer smaller than j/2.
d between two adjacent nodes is increased to Khw,, Ifj is even, then there are j/2- I processors between
where, as before, bwc is the length of a single message, processor / and its parent, j/2. Denote by S, the set
then each node may send up to K messages in each bus containing these processors. Now, if j is not a leaf
cycle, and thus one-to-many communications may also processor each processor in S will write two messages on
be allowed. This flexibility may be applied to realise the waveguide. and j will have to skip these messages
several logical interconnections. We demonstrate this before reading its message. That is, skip (J) = 2(j/2- 1)
capability by an example. = j-2. However, if./ is a leaf processor j-2' of the

processors in S, are also leaf processors that will not
write any messages on the waveguide. In this case. j

2.3 Tree-interconnections on pipelined buses: an example will have to skip only 2(j/2- I -j+ 2'') 2' -/- 2
Consider a multiprocessor system which consists of n = messages before reading its message.
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Figure 5. Simultaneous transmission from parent processors to controller
children processors. Figure 6. Synchronising transmission in physicall. distributed

systems.

Ifj is odd, its parent is (j- 1)/2 and the set S, contains
(j- 1)/2 processors. Again, if j is not a leaf, each a grant signal may be issued by a central controller andprocessor in S, will wfite two messages on the waveguide. propagated through the processor array on a separate
In addition to skipping these messzges, processor j will waveguide. For example. in the folded-waveguide con-
have to skip one more message because its parent, figuration, the grant signal may be propagated in' a
(j- 1)/2, writes the message destined to its left child, direction opposite to that of track I of the message
j- I, before the one destined to its right child j. Hence, in waveguide (see Fig. 6). The arrival of the grant signal at
this case, skip (j) = j. However, ifj is a leaf processor the device i initiates the transmission of the message from2' -j- 2 leaf processors in S, will not write any message that device. Because the grant signal and the signal on
on the waveguide resulting in skip (j)-j. In summary, we track I of the message waveguide propagate in opposite
have 2 if is even and j is not a leaf directions, the bus cycle becomes 2nd/c and the

processor condition on the inter-device optical path length d
skip(j) if j is odd and j is not a leare becomes d >_ 0.5 wb . c9,

skiessr= So far we have described a multiplexing method in2'- j- 2 ifj is eren and j is a leafprocessor which a train of n slots, one for the message transmitted
2 '-j ifj is odd and j is a leaf processor by each device, is pipelined on the waveguide. This is

quite acceptable provided that the messages fit in the
The values of skip are shown in Fig. 5 (b) for a tree with designated slots, and provided that a central controller
three levels. assumes the charge of issuing the synchronisation signal

Finally, it should be noted that an analysis simila- to or the grant signal. In distributed asynchronous multi-
the one presented above may be applied if a folded processor systems these conditions are not generally
waveguide system is used. Also, pipelined buses may be satisfied, and different techniques must be applied to
used to realise other logical interconnection structures arbitrate the access to the bus. A distributed arbitration
such as the barrel switch networks, the shuffle/exchange technique is described in the next section.
networks and the hypercube network.'

3.1 Distributed control of pipelined optical buses
3. MESSAGE PIPELINING IN In addition to pipelining the data signals on the bus, the
ASYNCHRONOUS MULTIPROCESSORS unidirectional propagation of optics may be applied to
In the previous section, space multiplexing was applied pipelining the control signals on the bus. The arbitration
to computational mc ' '"hich assume a fixed com- mechanism described in this section relies on the
munication pattern at each cycle. Systolic arrays and directional propagation of signals on a control waveguide
SIMD multiprocessors are clear examples ofsuch models, that is folded into three tracks as shown in Fig. 7. This
However, the same dual-waveguide and folded-wave- three-track waveguide is similar to the one used in Refs.
guide configurations shown in Figs 2 and 3 may also be 15 and 16 to pipeline modulated data signals, except that
used to multiplex messages between arbitrary sources it is used exclusively for control signals. The mechanism
and destinations. Clearly, this may be accomplished if results in a batch priority queue protocol.' In brief, all
each message includes the address of its destination, and devices that request the bus while the bus is idle form a
if individual messages are framed by appropriate batch, and requests in the batch are serviced in linear
delimiters. As described earlier, each of the n devices may priority until all requests are satisfied. Requests that
put its message on the bus during the same bus cycle, arrive while a certain batch is being serviced have to wait
provided that the bits of different messages do not until all the requests in that batch are serviced and then
overlap. That is, provided that all devices start the form a new batch.
transmission simultaneously and that the length d, of the Normally, the control waveguide is at logic zero (no
optical path between any two devices satisfies d > d.,, = light). A device which wants to use the bus may assert a
wbmaw c9, where b.... is the number of bits in the longest request signal on track I of the control waveguide only if
message (address+data + delimiters). For a given d,,,. a logic zero is read on the ack input which is coupled to
this condition represents an upper limit on the length of track 3 of the control waveguide. If ack is high, this is
the messages that may be transmitted on the bus. considered as an indication that a batch has already been

For asynchronous MIMD multiprocessor systems, it formed, and hence the device has to wait until that batch
may not be possible to synchronise the simultaneous is serviced before it may assert its request. As will be
transmission of messages to the accuracy required in explained later, this will be indicated by a high-to-low
optical systems, especially if the transmitting devices are transition on ack.
physically separated. as is the case in distributed Clearly, the end of a batch formation period is
multiprocessor systems. In order to resolve this problem. signalled at each device by a rising edge on ack (low-to-
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Figure 7. Distributed control of pipelined optical buses.

high transition). This edge, which travels towards the l/w is the baud rate used for transmission. In order to
right on track 3 of the control waveguide, is the feedback simplify future analysis, we assume that the separation
of a signal that is generated on track I of that waveguide between messages is Tc0 , where T, is a delay due to few
by some device asserting a request signal. electronic gates (for a precise estimation of T, we refer to

A device is included in the current batch as soon as it Ref. 3).
asserts request. However, it is not granted control of the With the above scheme, all the messages transmitted
bus until it reads both a one on ack (end of batch by devices in a particular batch will be pipelined into a
formation) and a zero on the priority input, which taps train that will travel on track 2 of the message waveguide
track I of the control waveguide. With this scheme, after and thus will be seen by every device. It is the
the formation of a batch, the devices within the batch responsibility of each device to recognise its address
will be granted control of the bus in the order at which within each message and to read the messages that are
they are connected to the control waveguide. Hence. in addressed to it.
Fig. 7, the leftmost device requesting the bus is granted When the rightmost device in the batch finishes sending
the bus first. Here we note that the only function of it message and lowers its request line, the corresponding
track 2 of the control waveguide is to cause the feedback low-going edge will travel on the control waveguide all
signal on track 3 to travel in the same direction as the the way to track 3 of that waveguide. The detection of
request signal on track 1. As proved in Ref. 3, this ensures this high-to-low transition on the ack input of a device is
that the arbitration mechanism handles simultaneous interpreted by that device as a signal of completion of the
requests correctly. current batch, and thus as a permission to assert request

After a device i is granted the bus (ack = I and priority if the device was waiting to request the bus.
= 0), it sends its message on the message waveguide, and
after sending the last bit of the message it relinquishes the
bus by lowering the request line. This will cause a low-
going edge to travel on track I of the control waveguide. In the above bus arbitration scheme there is an
The next requesting device, say.j, will receive that edge at overhead associated with forming a batch and with
the same time when the last bit of the message sent by signalling the termination of a batch. For a given batch
device i passes through the coupler dcl, In other words, we use the term 'batch initiation' to refer to the instant
when devicej is granted control of the bus upon the high- of time at which the first device in the batch asserts its
to-low transition on priorit'v, it may immediately start to request signal. We also use the term 'batch termination'
transmit its own message on the message waveguide. The to refer either to the instant of time at which all devices
two messages from device i and device j, say i, and in, are notified that the service of the current batch has been
will thus be pipelined on the message waveguide. The completed, or to the initiation of the next batch,
spacing (separation) between mi, and m, depends on the whichever is first. Note that in the case of high bus
time required for processing the control signal within the contention the bus is never idle, and thus batch
controller of device j. termination is always due to the initiation of the next

Since electronic delays cannot be predicted to the batch. Now, we may define batch formation overhead as
accuracy ofoptics, it is impossible to eliminate completely the time interval between batch initiation and the instant
the separation between messages in the pipeline. How- when the highest priority device in the batch starts the
ever, such separation can he reduced if the request signal transmission of its message. Similarly, we may define
of device i is lowered before the transmission of the last hatch release overhead as the time interval between the
bit of ni, by a time period r, ... equal to the minimum instant at which the lowest priority device in the batch
electronic delay expected in a controller. The actual finishes the transmission of its message and batch
separation between messages will therefore vary within termination.
the specified tolerances of a small number of gates in the In order to estimate the overhead associated with
control circuit. Specifically. if T, = r, ... + A, is the actual batch control in a high-contention environment. we
time consumed by devicej to process the control signal. assume that device r is the lowest-priority (rightmost
then Fn, and m, will be separated on the waveguide by a device) in sonic batch and that device f is the leftmost
distance of A, c. This. of course, assumes that the time device that is waiting for the termination of that batch to
to transmit e, is larger than r, If this is not the request the bus. In this case, by tracing the control
case, then the separation between ti, and i, becomes signals on the control waveguide it is easy to see that the
(r, - b, w) c. where b, is the number of bits in ni, and hatch releasc overhead is equal to 2r ,,- r .. %%here r, , is
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(4+ ?)c, not exploit the unidirectional propagation of signals, the
Batchk+ I V-Z,/ Messages for batchk VXIMessagesforhatchk-I upper bound on the efficiency is

Direttion of propagation .. N. /iu,)7n~np~p (3)
" , "(2- , + 2z, +

I' FA "where it is assumed that the minimum arbitration time
Message 5 Message 4 Message 3 Message 2 Message I for each message is r , + 2TV, for some logic delay T,. It

Figure 8. A snapshot of the pipelined messages on track 2 of the is also assumed that the physical location of the receiver
message %aveguide. is not known to the sender, and hence each sender should

not relinquish the bus unless it is certain that the message
reached the receiver. This requires, at least, an average

the signal propagation delay between devices i and j, and time of T,.,, per message. Note that the efficiency of non-
thus r.. is the bus end-to-end propagation delay. Given pipelined buses does not reach the bound (3) in practice.
thatfis the highest-priority device in the next batch, the By comparing (2) and (3), it becomes clear that the
batch formation overhead for that batch is equal to efficiency of pipelined buses is always larger than that of
2ft.,+Tr, where 2r,., is the time for the request signal non-pipelined buses as long as N., > I - that is, as long
asserted byfon track I of the control ,aveguide to wrap as each batch contains more than one request. Moreover,
around and reach the ack input off, and r is the logic pipelining the bus becomes more advantageous when the
delay from the time the ack input off yoes high to the arbitration overhead is dominated by the end-to-end
time f starts writing its message on the bus. This logic propagation delay - that is. when T, > r,. For example,
delay is of the same order as the logic delay r, discussed if sub-nanosecond ECL electronics is used for the control
earlier, and it will be assumed, for simplicity, that T' = T . logic and the bus is longer than a few metres, then

Hence, the time interval between the instant at which T,. > T, and the effect of T, in (2) and (3) becomes
r finished the transmission of its message until the instant very small. In this case, ),,,P, and '7... pp, may be
at which f starts its transmission is 4-r, - T., + T. This approximated to
interval creates a spatial separation on the message N,.
waveguide between the two trains of messages cor- = 2p+NA, (4)
responding to the two batches. Specifically, if, as in and
Fig. 7, the direction of propagation on the message
waveguide is identical to that of tracks I and 3 of the qn.. pit,,. = (2p+ 1)' (5)
control waveguide, then, as shown in Fig. 8, the spatial
separation between the two trains of messages is equal to where p = r,./fl,, is the ratio of bus length to message
(4,.. + T5) cg. length. In Fig. 9(a), Equations (4) and (5) are plotted for

a bus connecting n = 64 processors, assuming that N, =
3.3 n/4. The plot shows that pipelined buses may be efficiently

Performance analysis used even for values of p larger than unity. For such p.
An important measure of performance of any bus the length of the messages is smaller than the end-to-end
control protocol is its efficiency, defined as the ratio ?7 delay and the overhead associated with non-pipelined
Td/(T + T), where T is the time spent for transmitting buses becomes prohibitive. In Fig. 9(b), we fix p at p = 2
data on the bus and T is the time spent in controlling the and show the effect of N,. on the efficiency of pipelined
bus. This ratio is particularly important if the bus is buses. As expected, the efficiency of the pipelined protocol
subject to high contention. That is, if the bus is never increases when the bus becomes busier and the batches
idle; an assumption that we will maintain throughout become larger.
this section.

The optical bus protocol described in the previous 1.0 1.0
0.9 0.9section utilises the property of undirectional propagation 0.8 0.8

of optical signals in two different ways. First, by 0.7 0.7
pipelining control signals, the control overhead of 17 06 r7 0.6

4rt. + r, is only paid'for each batch rather than for each 05 0.5
message. Secondly, due to the pipelining of data signals. 0.4 0.400.3

each device holds the bus only while writing a message on 0.2 0.3 r) q

the bus and there is no need to wait for the signals to 0.2 0.1

reach their destination after each transmission. Assuming
that N.,., I < N., < n is the average number of devices 10 2.0 30 4.0 50 8 16 24 3240 4856 64

included in each batch, and that b., is the average

number of bits in a message, then, over a time span (a) N., = 16 (h) p = 2

required to process a given number of batches, the Figure 9. Bus efficiency for T,,. T,.
efficiency of the pipelined bus protocol is

A', fi, Pipelining the bus reduces the control overhead, even
p= 4r . + , + N + , (2) for short buses in which the logic delay T, may not beneglected. In order to illustrate this, we

where fin, = b., w is the average time length of a message. Equations (2) and (3) with n = 64 and N., = n/2 and we
If the same number of messages are transmitted on an plot, in Fig. 10, the bus efficiency against the ratio
electronic or an optical bus, using a protocol which does (a = ft, /T,) for different values of p. If the same electronic
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technology is used for both the controller circuit and the gfobal memory space that is addressable by any processor
transmitter circuits, it is reasonable to assume that the in the system. The processors are connected by an optical
width ofthepulses used for transmission is approximately bus that is used to transmit memory requests to non-
equal to one logic level delay in the controller circuit. lo'al memories. Also, memory modules receiving readWith this assumption, a = bv/g, where b.,. is the average requests from remote processors use the bus to send back

number of bits in a message and g is the number of logic the content of the requested memory locations. For
levels in the controller circuit (in the controller design simplicity, it will be assumed that messages are of some
described in Ref. 3, g = 5). We have chosen to use a fixed length, say b bits. This is a reasonable assumption,
instead of fl. in Fig. 10 because a is a measure of the since only three types of message are needed for 'read
length, in bits, of the messages transmitted on the bus, requests', 'write requests' and 'returned data', and since
and is independent of the electronic technology used in separate message waveguides may be used for address,
the system. data and processor identification. If, as before, the bus

cycle time, T,.,, is defined as the time for servicing the
1.0 1.0 bus requests in one batch plus the associated control
0.9 p=0.5 0.9 overhead, then
0.8 0.8
0.7 p= 1 0.7 ,.., =4TL +,r, + N,(fl + T,), (6)
0.6r0.6 r/ 0.6

0.5 P5 0.5 p=0.5 where fi = bw.
9.4 0.4 = p p1
0.3 0.3 The memory-response time for a read operation,
0.2 0.2 denoted by r.,, is the time elapsed between the instant
0.1 0.1 P=5 _ when a processor issues a memory read request and the

5 10 15 20 5 10 15 20 instant it receives the addressed data. For a non-local
a a memory read, the value of r.,. depends on the location

(a) tpipe (b) gnonpipe of the processor relative to the addressed memory
Figure 10. Bus efficiency as a function of a. module, and on the status of the bus at the time of the

request. In order to compute the worst response time, we
consider a processor P, which issues a read request to a
module M just after the formation of a batch. In this

multiprocessors case, P has to wait for one complete bus cycle before it
can even request control of the bus. Thus the read

The results of the previous section indicate that optical request will be transmitted on the bus during the
buses may be used for the construction of distributed following bus cycle (call this cycle 2). If P is the lowest-
multiprocessor systems with relatively large physical priority device on the second batch, M will receive the
separations. Specifically, pipelining the signals on the bus request at the end of cycle 2 and may not have time to
provides high message throughput and thus large fetch the data before the formation of the third batch.
bandwidth, even for relatively short messages. In order Thus the data will he sent back to P during cycle 4, and
to illustrate this point, we consider a 64-multiprocessor if M has a low priority the data will reach P at the end
system with NA = n/2 = 32, b., = 32, g = 5, and we of cycle 4. In other words, T,,,, may be as high as 4
assume a I nsec delay per logic level. For such a system, The above analysis assumes that memory contention
a = 6.4 and p = 0.104L, where L is the length of the bus within M may be resolved in a z.. time. That is, if a
in metres. By substituting these values in (3) we find that, given batch contains k read requests. k < n, for locations
in order to maintain a bus efficiency of more than 0.5, the in M, then all the k requests will be fetched during cycle
physical length of the bus should be less than 3.4 m. 3, stored in a queue. and sent back during cycle 4. If this
From (2), this same efficiency may be obtained for is not possible some requests will not be ready during
pipelined buses of length up to 64 m. The ability of cycle 4, and the response time for these requests will be
pipelined optical buses to support distributed multi- greater than 4r,,,,,,. This is a memory-contention
processors increases as the number of processors problem, which is typical for all shared-memory multi-
increases. For example, with N,. = 128, a = 6.4, processor systems. In our system such contention will
p = 0.104L and a 50% bus efficiency, pipelined optical only delay memory access to M, but unlike multistage
buses of length up to 259 m may be used. This clearly interconnection networks will not affect request to other
allows for the construction of distributed multiprocessor memory modules. Specifically, for multistage networks,
systems across buildings in university campuses or this situation, referred to as a hot spot" , creates a
industrial sites. saturation tree which affects all memory requests,

Pipelining the messages on the bus, however, does not including those that do not address M."
shorten the delay required for delivering any particular By carefully following the path of the different control
message. This delay remains proportional to the length signals in the pipelined bus, it becomes clear that, even if
of the path travelled by that message. For shared- P is the lowest-priority device and the read request to M
memory multiprocessor systems such delay is especially is the last message in batch 2, there is a period of 2r,
critical, since it represents a performance bottleneck. In between the instant when M receives the read request
the remaining part of this section we shall analyse in and the instant when M receives the rising edge on ack
some detail the memory-response time in shared-memory indicating the formation of batch 3. Hence. if M can
systems interconnected by pipelined optical buses. fetch the required location in a time less than 2r ,, the

Consider a system of n processors, each connected to requested data may be sent back on the bus during cycle
a local memory such that the n local memories form a 3. For relatively long buses the above condition is usually
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satisfied and thus the upper bound on Tf,,.h is 3r,... The 4. CONCLUDING REMARKS
lowest bound on Tre,,,.h is obtained when P is the lowest-
priority device and M is the highest-priority device. In In this paper we have presented a technique for spacethi cae t tkesatleat r . imeunis or he eqestof multiplexing of signals on optical wax'eguides. This
this case it takes at least r, . time units for the request of technique uses the unique transmission characteristics of
P to reach M. The next batch, which includes the reply of optical signals to construct message pipelines in the
M, requires 2T,., time units for its formation, and an communication channels of multiprocessors. We have
additional , is needed for the data to travel back from shown that it is possible to realise a variety of
M to P. In other words, interconnection structures for both synchronous and

4r, < Tret,. < 3
T,,e. (7) asynchronous systems. The achievable performance is

comparable to that of multistage networks and the
For a distributed 64-processor system connected by hardware complexity is linear with the number of

a 100 m-long bus, if N,. 32, b = 32, w = I nsec and

r, = 5 nsec, we have 4T, = 1.32 psec and N,,.(fl+T,) = processors. Further, the use of optics allows for the
system to be distributed over distances that are larger1.18 psec. Hence, from (6) and (7), the memory-access than those feasible in electronics.

time for non-local memory is between 1.32 and 7.5 psec. Thus we have shown that is is possible to implement

This is comparable to the memory-access time in

multiprocessor systems that use multistage intercon- large-scale distributed and tightly coupled multi-

nection networks.14 However, the use of optical buses processors. We foresee these systems as an alternative to
multistage interconnection networks for implementingallows for a separation of 100 m between the processors the next generation of supercomputers.

in the system. In addition, a bus structure has the

obvious advantage of using hardware that is linear with
the number of processors.
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1. Introduction

In this paper we present several optical switching structures which are appropriate for
multiprocessor interconnection applications. Multiprocessor interconnection structures
have extensively studied[1, 2,6,7,23] and range from bus interconnected systems
through a variety of permutation networks. In most cases the communication modes sup-
ported by these structures can be classified as either broadcast systems, which are typi-
cally used in shared memory implementations, or point-to-point systems which support
direct communication between processors or between processors and memory. It has
been suggested by Levitan[ 13] that it is desirable to additionally support multicasting and
simulcasting modes of communication. These modes are not widely implemented in
electronics due to the complexity of their implementation. However, using optical tech-
niques such structures can be realized efficiently.

To implement these structures we exploit two properties of optical signals: unidirectional
propagation and predictable path delays. These properties have allowed us to use the
relative path length between two signals as a system timing mechanism. Further, the
relation between time and space within a waveguide allows us to positionally encode

information which normally requires complex decoding structures.

Both free space and guided wave structures for multiprocessor interconnections have
been examined previously. For example, optical crossbar switches and multi-stage net-
works in free space have been proposed in[3, 8,9, 20, 21,25. Optical fiber space division
switching (SDS) systems usin _ arrays of electro-optic switching elements have been
demonstrated[10]. Wavelength division switching (WDS) systems[26] and more
recently systems using combinations of WDS, SDS and TDS[ 15,24] have also been pro-
posed. Time division switching (TDS) systems in a variety of switch and memory
configurations for pulse interchange have been studied[ 16, 22, 27, 28]. Fiber based struc-
tures for digital circuitry [ 11] and interconnection structures 19] have also been proposed.
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In our research, we have concentrated on guided wave TDM systems. For example, in
[5], we have shown the application of TDM techniques to the implementation of parallel
memories. In 14], we have provided a solution to decentralized bus arbitration for opti-
cally interconnected and physically distributed multiprocessors. In [12], we have
extended this work and addressed the bus latency problem by amortizing end-to-end pro-
pagation delay over a large number of concurrent bus transfers, and shown that arbitrary
interconnection permutations may be realized with systems of hardware complexity
linear in the number of processors.

Time division multiplexing schemes have traditionally been limited by the bandwidth
ratios of the multiplexed optical signals to the circuitry at the optical-electronic interface.
While tapped delay line structures can be used to encode multiplexed pulse trains, high
speed demultiplexing at the receivers represents a significant problem. The optical self
routing networks demonstrated by Prucnal[17, 18] and the coincident pulse logic tech-
nique in [5] have demonstrated that such demultiplexing can take place in the optical
domain. This is accomplished by timing the arrival of a select data pulse within a pulse
train and a reference timing pulse such that the two are uniquely coincident in both time
and space at a particular detector. In this context it is possible to reexamine several
aspects of multiprocessor design and find new solutions to classical problems such as
interconnection complexity and parallel memory addressing.

Our presentation is organized as follows. In Section 2, we present a simple linear coin-
cident pulse logic structure. In Section 3, we show the use of the linear structure in
several multiprocessor interconnection applications. In Section 4, we describe a two
dimensional coincident structure suitable for multi-port memory applications. Finally, in
Section 5, we give concluding remarks.

2. Coincident Pulse Logic

In this section, we introduce the concept of coincident pulse logic with an example of
pulse delay addressing in one-dimensional arrays. The array shown in Figure 1 is com-
posed of n cells C1,--. ,-Cn. Each cell Ck is uniquely addressable with an electronic
pulse at the output of the photodetector Dk. The photodetector generates a voltage pro-
portional the sum of the two incident optical signals, denoted in Figure 1 by s I and S2.

The signals s I and s 2 travel in opposite directions along an optical path. Photodetectors

are placed at fixed distance intervals d along the optical path, and two laser diodes, L 1

and L 2, are coupled to each end.
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d d___ d d

Figure 1: A Linear Structure
Assume that two pulses of duration t are transmitted, one from L1 and the other from L 2

at times tj and 12, respectively. These pulses propagate at speed cg (the speed of light in
the waveguide). By carefully selecting the delay between t1 and t2 the pulses can be
made to meet at exactly one detector. The distance d between any two detectors is
chosen to be equal to d = tcg, the propagation distance corresponding to the pulse
width. The delay tl-t2 is also chosen such that it is an even multiple of d. More

specifically, if

I I-t 2 =(n-1 -2(k-l))t (1)

then, the two pulses will meet at detector Dk, thus addressing cell k. For example, when
n=5, if L 2 generates its pulse 2t seconds before L1 generates its pulse, then (1) gives
k=2, that is the two pulses meet at D 2. Similarly, if L 2 generates its pulse 2t seconds
after LI generates its pulse, then the two pulses meet at D 4. Clearly, the middle cell is
chosen by generating the two pulses simultaneously, that is having tj = t2. Therefore,
the address of the cell is encoded using the delay t 1-12. In this view, the pulse generated
by L1 is treated as the reference pulse and the pulse generated by L 2 becomes a select
pulse. In the remaining discussion, the names tref, Lref, tsel, and Lae, will refer to tr,
L , 12, and L 2 respectively.

The worst case selection time is determined by the maximum delay needed to address
any cell in the array. From (1), it is clear that fork=l, • ,n, we have

- (n - 1) T < tref-teI - (n-l) 't (2a)

from which we find that the worst case latency G, is given by

c5=2n t (2b)

Note that equation (2a) indicates that the select pulse occurs within n t before or after the
reference pulse. Within time o it is possible to address more than one cell by sending a
series of pulses from Lsei, one for each selection. Each of these pulses will intersect with
the reference pulse at the desired detector. In other words, parallel selections are
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positionally distinguishable in a pulse train generated by a series of select pulses.

The key to the coincident pulse technique is the appropriate temporal positioning of the

pulses in the select pulse train. Figure 2a shows a simple mechanism for low bandwidth

applications which allow for direct electronic modulation of a single optical source. In
this mechanism a shift register is loaded with a select bit pattern and the output is

clocked into an optical pulse train.

Select bits

SitRegister FE

Figure 2a: Single Source Pulse Train Generator

Select bits

2d 2d 2d 2d 2d

Figure 2b: Linear Coupled Pulse Train Generator

Figure 2c: Star oupled Pul e anGeeao

VS9d

5d

Figure 2c: Star Coupled Pulse Train Generator

Alternatively, in higher bandwidth applications spatial separation may be used to control
the optical path length of various pulses that are multiplexed on a single fiber to create a

pulse train. Two possible delay line structures for generating the optical pulse train
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containing the select pulses are shown in'Figure 2b and Figure 2c. In Figure 2b, n laser

diode pulsers are spaced at incremental distances 2d along an optical delay line. In Fig-

ure 2c, a star coupler joins the output of n laser diode pulsers at incremental path lengths

2d. In order to reconcile the optical to electronic bandwidth difference, a single edge in

the electronic time-base controls the activation of all the pulsers such that all the optical

pulses are generated simultaneously. If the duration of each optical pulse is equal to 'T,

then the select pulse train will be confiqed to 2n time slots, each with duration T.

The above address generation scheme is crucially dependent on the simultaneous pulsing

of several laser diodes. Such synchronization problems can be avoided by using a single

optical pulse source of duration -c, and a series of electro-optic switches. Each laser

diode is replaced by an electro-optic switch which "couples in" the pulse at various opti-

cal path lengths to create a pulse train. However, this solution trades the synchronization

problem for a power distribution problem[14].

-t

Plate 1 - Coincidence traces (a) positive pulses. (b) negative pulses

Another key component to the success of coincident pulse structures is the ability to

discriminate between coincident pulse nd non-coincident pulse waveforms at the output

of a photodetector. In Plates I a and I b, we show typical waveforms generated by a coin-

cident pulse structure which was tested using both positive and negative pulse inputs.

The top trace of each of the two displays is a pulse edge used as the system trigger. The

second and third traces are electronic signals used to modulate the laser diodes, each
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biased near threshold. The bottom two traces are stored waveforms from the results of
two separate experiments. In the first experiment the optical path length from the first
laser diode was twice the path length from the second laser diode. The resulting trace
clearly shows the detector output with each pulse separated in time proportional to the
difference in the optical path length. In the second experiment the optical path length
from both laser diodes is equal. Here, the trace shows a single coincident pulse of ampli-
tude sufficient to be easily discriminated from the two separate pulses shown in the previ-
ous experiment. Since it is apparent from this experiment that both positive and negative
pulse coincidence can be easily discriminated, the choice between the two appears to be a
trade-off between shot noise in the detector versus output stability and power consump-
tion in the optical pulsers.

By combining the pulser and and detector structures illustrated in Figures 1 and 2 we can
provide a general purpose mechanism for m out of n selection. These structures can be
used for constructing a variety optical interconnection systems and permutation networks
for interconnecting processors in a computational system, as shown in the next section.
Alternatively, as discussed in Section 4, by placing memory at each detector cell, the
structures can be used as parallel memory.

3. Application to Multiprocessor Interconnections

Table 1 is a classification of communication structures based on varying levels of con-
nectivity and capabilities for a set of transmitting processors. A multicasting structure is
one in which a transmitter sends a single message to a specific subset of m receivers
where m n, the number of processors in the system. Unlike broadcasting where all
receivers actively interpret every message, multicasting provides that only the intended
receivers interpret the message. This requires that some of the work in interpreting a
message destination is done by the communications subsystem rather than by using
resources in unintended receivers. Simulcasting, by our definition, is the concurrent
transmission of n unique messages by a single transmitter to each of the n receiving pro-
cessors. Multicasting and simulcasting may be generalized to the case where n
transmitters are each multicasting (or simulcasting) concurrently. We refer to these cases
as n-way multicasting and n-way simulcasting, respectively.

The point to point, broadcast, and completely interconnected structures have been imple-
mented with different degrees of success in multiprocessor systems. Multicasting, simul-
casting, and the n -way structures, have not been extensively examined because of the
hardware complexity of their realization. In this section we outline several specific
applications of coincident pulse techniques to realize multicasting and simulcasting using
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Number of Number of Message Type Comments

Senders Receivers per Sender per Sender

1 1 point to point
1 m same msg. multicast
1 n same msg. broadcast
1 n different msgs. simulcast
n 1 permutation/complete

n m same msg. n-way multicast
n n same msg, n-way broadcast
n n different msgs. n-way simulcast

Table 1, Interconnection Structures for n Communicating Processors

(m less than n)
the linear structure of the previous section.

reference

select waveguide
4-- message waveguide

Figure 3 - 1-dimensional Multicasting Interconnection

efctrcece

Figure 4 - 1-dimensional Simulcasting Interconnection

Figure 3 is an example of a I to rn multicasting structure. This figure shows a bus inter-
connected multiprocessor with separate optical interconnections for address and data.
The unique feature of this structure is the use of coincident pulse techniques in the imple-
mentation of the address bus. In each cycle, one transmitting processor places on the
select waveguide a positionally encoded set of destination address bits followed by an
n-bit message on the message waveguide. Simultaneously, a reference pulse propagates
in the opposite direction in the select waveguide and coincides with the the destination
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Figure 5 - 1-dimensional Array Simulcasting Interconnection

address bits at each of the destination processors. Thus as the data propagates through

the message waveguide, it is read only by those processors for which coincident pulse

selections have been made.

A simple modification of the previous example results in the I to n simulcasting struc-

ture of Figure 4. In this case, we have deleted the message waveguide and changed the

interpretation of the address waveguide. Specifically, the select pulses in the address

waveguide are now considered one bit data messages. The destination address of each

message is positionally encoded by the relative position of the data bit in the select pulse

train. Thus, a "one" is transmitted as a select pulse and a "zero" is the absence of a select

pulse in the position corresponding to that receiver. The entire array is globally clocked

to provide a strobe which moves the select information into a data latch at each receiver.

This may be implemented using a separate copy of the reference pulse as a clock input,

tapped as shown in Figure 4, with a small internal delay to allow for electronic propaga-

tion in the data latch. In both of these structures, we assume that a control arbitration

mechanism exists [4] such that only one processor is allowed to transmit in a given cycle.

We can extend both multicasting and simulcasting to n -way structures. One method, is to

allow all transmitters to transmit at the same time, and ensure that the optical path length

between adjacent transmitters is greater than the length of the select pulse train, D,
where D >_2nd, and d is the optical path length between any two adjacent receivers. For

multicasting, this restricts the length of the message to be less than D. A second method

for extending multicasting removes this restriction at the expense of more complex bus

arbitration hardware. As discussed in [4] a control mechanism can be implemented such

that a group of messages from an arbitrary subset of transmitters can be pipelined onto

the data bus in a single cycle.
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A second method to extend the 1 to n simulcasting structure of Figure 4 to an n -way
simulcasting structure, is shown in Figure 5. In this example, an array of select
waveguides connects individual busses attached to each processor. The unique feature of

this structure is that the coincidence points are no longer detectors, but rather passive
couplers which merge the coincident pulses into the receiving bus for each respective
processor. Selection within each row of the array operates as in the previous structure

relative to the transmitting processor attached to that row. The receiving busses are

arranged in columns, perpendicular to the direction of propagaiion of the reference pulses
in the transmitting busses. Therefore, the reference pulses arrive at all sites along a

receiving bus simultaneously. The resulting data pulse train on the receiving bus is thus
formed by coupling-in the message bits at specific optical path distances corresponding

to the vertical separation of selection points. Each receiving bus thus contains an n -bit
pulse train consisting of one bit from each of the transmitting processors. An advantage

of this structure is that there is no need for any arbitration. Only a simple clocking
mechanism is needed to climit bus cycles.

4. Two Dimensional Arrays

By generalizing the propagation of pulses in one dimension to the propagation of linear
wavefronts moving through a series of parallel waveguides, we can construct two dimen-

sional structures. Hence, the method of addressing a location by programming the inter-
section of pulses may be generalized to addressing a location in a two-dimensional array

by programming the intersection of wavefronts. In this section, we present a simple pro-

pagation scheme which may be used in 2-dimension selection.

L
(Thwslect pulses

T
-1

col slect pulses

Figure 6: A Two Dimensional Structure

Consider 2-dimensional arrays similar to the one shown in Figure 6. An array of size n
is composed of Nrn x'n cells separated by a distance d =,r c9 in both the vertical and the
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horizontal directions. The coincidence mechanism is the same as the linear example,

except that we now require coincidence of three optical signals. Specifically, a reference
wavefront generated by the reference diode Lrq£, a select pulse train Lc,,, each traveling

horizontally and in opposite directions, and another select pulse train, Lrow, traveling

vertically.

The optical signal generated by each source is decoupled from the source fiber by a star

connection into *n signals that travel through the array in parallel waveguides. Since
the optical path length of all legs in the star will be equal, the wavefront will arrive at all

locations in a single row (or column) simultaneously. For example, an optical pulse gen-

erated by Lref and directed horizontally through the array will simultaneously arrive at

all locations in column j. Similarly, any pulse generated by Lo,, will also arrive, simul-

taneously, at all the cells in column j, and any pulse generated by Lr,,, will arrive, simul-

taneously, at all the cells in row i.

In order to derive the equations that govern the intersections of three wavefronts, assume,

as in the case of the linear array, that Lref generates a pulse of duration 't at time tref, and

that Lcot and Lro. generate pulses at times toot and tro, respectively. If the timing of

Lcl is such that

tref - tcol = (4n - I - 2(j-1))'t (3)

then, the two wavefronts generated by Lef and Lc t will meet at column j of the array.

In order to select a particular cell i ,j in that column, the third wavefront, namely the one

generated by L,,,, should be crossing row i when the other two wavefronts meet at

column j. This may be accomplished by timing L,,w such that

tref - row = (j - i) T (4)

In other words, to address a certain location i j, the column number j is encoded as

tretf-tcol and the difference, j-i, between the column number and the row number is

encoded as trf trow. From (3) and (4), it may be shown that

- I) t _ trytco -(,in- )t

and

-(1n - 1) T < tref-tw ( - I) t

and hence, the latency time, a, is

a =2 4F-n C (5)
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Using the above scheme, it is possible to encode the addresses of all of the n, cells in the

column and row pulse trains during a single cycle. In the one-dimensional case, the
cycle time was directly proportional to the size of the array. This was because each cycle
needed to provide an optical time-base slot for each location. In the two-dimensional
case, cycle time is proportional to the square root of the number of cells. The price paid

for this reduction in cycle time is the potential for overlap in parallel selection. This

results from a requirement that corresponding select bits in each of the select waveguides

be uniquely paired such that only the coincidence of paired bits are cohsidered to be

appropriate selections. Coincidences occurring from the intersections of non-paired bits
will be referred to as shadows.

(ij) (ij)

(l,k) Ok

(u12-k-u)
0+j-k~i) tj-kji)

o selected location

3 shadow

(a) in trays with (b) in armys with

two select waveguides threc select wavcguidcs

Figure 7: Wavefront Intersections to Cause Shadow Selections

For example, if the two cells (i ,j) and (1 ,k) are selected during the same bus cycle, then
a shadow will appear at cell (l+j-kj) as shown in Figure 7a. This is because the selec-

tion of position j in the column select train causes a coincidence with the reference
wavefront at every cell along that column. We will refer to this partial coincidence pat-

tern as a trace. Similarly, the selection of bit k -I in the row select pulse train will cause

a partial coincidence trace with the reference wavefront along the diagonal passing

through cell (l,k) as shown in Figure 7a. Therefore, cell (l+j-k j) which resides at the
intersection of these two traces will see a coincidence of the reference wavefront with

each of the select wavefronts, and hence, will be falsely selected.

Since shadows occur at the intersections of two traces corresponding to the vertical and
horizontal select wavefronts, we can reduce the number of such intersections by the addi-

tion of a third select wavefront, referred to as the check wavefront. With this, a valid

selection occurs on the coincidence of the reference wavefront with select bits in each of

the three wavefronts. In this case, shadows are generated at the intersection of the two
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traces mentioned and the additional trace corresponding to the check wavefront in Figure

7b. As shown by the simulation results in Figure 8a, this greatly reduces the number of

shadows generated in the array. Using the same argument, by the addition of a fourth

wavefront, a second check wavefront, it is possible to reduce even further the occurrence

of shadows.

number of
shadow locations

no check waves
20 one check wave

two check waves

50 i00 num of
requests

(a) Shadows in a 512x512 Array

number of
shadow locations

200

one check wave

10

0 b I00 20 1 300 400' 500 (sMize of array)

(b) Shadows Generated by 50 Requests

Figure 8: Simulation Results for the Incidence of Shadows
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In the above scheme the select and check pulse trains are each of length 24-. Thus, the
total number of bits transmitted to the array in a single cycle is of order 0 (Nrn). How-
ever, the following proposition shows that the number of bits required to distinguish a
unique set of parallel selections is n.

Proposition: The minimum number of bits required to uniquely select an arbitrary

set of cells from a collection of size n is n.

Proof: For a set of cells S of size n, the size of the power set P (S) is 2n. Using a
binary encoding, the enumeration of P (S) requires log 22n=n bits per code word.
Assume that a binary encoding scheme exists which can address all possible subsets
of S using a code of length less than n -bits. Such a scheme would result in an
enumeration of less than 2n, subsets. Therefore there must exist in that encoding at
least one code which corresponds to more than one element in P (S). Hence, such a
system does not uniquely address all subsets. [I

This result introduces a restriction on the application of 2-dimensional structures. If we
are to use n bits as the proposition implies, we must either transmit n bits to the array
serially, in which case latency is comparable to the 1-dimensional case, or we must add
additional waveguides thus increasing the hardware complexity.

Alternatively, we may restrict the number of concurrent accesses to some number m such
that m <<n. As shown in Figure 8 the incidence of shadow selections is dependent on the
size of the array relative to the number of requests and the number of wavefronts in the
selection structure. Therefore, 2-dimensional arrays are most appropriate in computa-
tional structures where the number of potential receiving sites is much greater than the
number of transmitting sites. This would be the case in the design of an m-ported
memory of size n. For example, simulation results show that a 256k memory imple-
mented in a 512x512 square array with two select and two check wavefronts can be
operated as a 50 ported memory with an average of 4.6 shadow locations for 50 simul-.
taneous requests. In a memory application these few shadows would appear as extra read
requests which should be discarded. The problem of shadows for write requests does not
exist when we restrict writes to a single request per cycle. This results in a concurrent-
read-exclusive-write model for shared memory multiprocessors.

In applications where the restriction m <<n cannot be met, a structure can be provided
which eliminates shadows by the transmission of 0 (n) bits of selection information into
the array. In ,his structure, shown in Figure 9, the 'rT row select waveguides are kept dis-
tinct. On each waveguide a unique pulse train of 24'n bits is transmitted. Each train con-
tains only the select information for access on that row. There is no longer a need for the
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vertical waveguides. The,row waveguides share a common set of reference pulses gen-
erated as in the previous 2-dimensional example. Thus, each row pulse train will have all
the information (and only the information) for selections on that row. In effect each row
is an independent linear structure of size 'n .

One structure for the generation of the row pulse trains is shown in Figure 10. In this

Figure a set of m transmitters are each connected to a linear structure where the coin-
cident points on those structures are optical repeaters, which detect pulse coincidence and
re-transmit into the row select pulse trains. Unlike the linear structure of Figure 1, we
allow only a single pulse to travel in each direction through the structure. In addition, we
vary the timing of both pulses in order to achieve both the appropriate row location and
relative timing of the pulse coincidence.

I I NDC

Figure 9: Parallel Access 2-dimensional Selection Structure

Figure 10: Parallel Address Encoder

In order to derive the equations governing the relative timing of the pulses generated at a
transmitter k, !_k Sm, for the selection of location i j (see Figure 11), assume that the
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pulse s2

Figure 11: Pulse Path Lengths for the Memory Structure of Figures 9 and 10
reference pulse is fired at time tref and the two select pulses are fired at time t,] and t,2.

Given that the reference pulse will be at location ij at time t,.ef+('n-j+l)T, the two
select pulses should be at that location at the same time. That is:

ts + (i+k+j-1) t+ rep = tref + (N'--j+l)L

ts 2 + (' n -i +k +j ) t + trep = tref + (' n -j + I )'C

Where, rep is the delay introduced by the optical repeater circuit shown in Figure 10.
Therefore, relative to the reference pulse, for selecting an address i ,j, the select pulses

must be fired at times:

ts I = tref + (4n -2j+2-i -k ) r - 'cep

ts2=tef +(i-k- 2 j+l)c-T rep

In this manner up to m selections, one per processor, can be made simultaneously to a
memory of n cells. The worst case latency is (3%n+m)+'Cr+Tep, which is the time for a

pulse to travel from a transmitter to a selected cell. However, using pipelining, new

selections can be generated with a cycle time of 2'n 'T.
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5. Concluding Remarks

In this paper, we have presented several structures based on coincident pulse techniques

for multiprocessor interconnections which support multicasting, simulcasting and multi-

ported memory based communications. The multicasting structure is capable of support-

ing transmission of one message from a single sender to a subset m of n receivers with

cycle time 2n t. The simulcasting structure is capable of supporting the transmission of

n different one bit messages, concurrently, from a single transmitter to n receivers with

the same cycle time. m -way versions of these structures allow concurrent transmissions

from m transmitters in a single cycle of length 2n t for simulcasting and worst case

length (where the number of transmitters m=n) 2n t for multicasting. However using

arbitration techniques a subset of m transmitters may operate concurrently and the cycle

length will be reduced to 2nm ".

Tw- dimensional structures are appropriate for application as m -ported memory and

have been presented in two versions. The first version, a concurrent-read-exclusive-write

system, where m <<n, has a selection latency equal t '4nt. The second version, which

removes any restriction on m, has a latency of (3'hn+m)T +rep and a cycle time of

Based on these results we foresee that coincident pulse techniques will have a significant
role in the design of hybrid optical-electronic multiprocessors. Moreover, the ability of

these systems to support multicasting, simulcasting, and multi-ported memory based

communications will have a substantial impact on the performance of fundamental paral-

lel algorithms.
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